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Director’s Message

Sukkur Institute of Business Administration has been imparting education with
its core values merit, quality, and excellence since foundation. Sukkur IBA has
achieved numerous milestones in a very short span of time that hardly any other
institute has achieved in the history of Pakistan. The institute was ranked as third
best business school in Pakistan by HEC ranking 2013. The distinct service of
Sukkur IBA is to serve the rural areas of Sindh and also underprivileged areas of
other provinces of Pakistan. Sukkur IBA is committed to serve targeted youth of
Pakistan who are suffering from poverty and deprived of equal opportunity to
seek quality education. Sukkur IBA is successfully undertaking its mission and
objectives that lead Pakistan towards socio-economic prosperity.

In continuation of endeavors to touch new hallmarks in the field of business
education and research, Sukkur IBA recently hosted 4th International Conference
on Business and Management (ICOBM-2014). The event attracted delegates
from 7 countries and keynote speakers from USA, Finland, and U.K. Sukkur
IBA believes research is an integrated part of modern learning and development.
Consequently, SIJMB is the modest effort to contribute and promote the research
environment within the institution and Pakistan as whole. SIJMB is peer
reviewed and multidisciplinary research journal to publish the findings and
results of the latest and innovative research in the fields, but not limited to
business, economics and management. Following the tradition of Sukkur IBA,
SIJMB is also aimed to achieve international repute and high impact research
publication in the near future.

Sukkur IBA is mission driven institute and committed to serve towards the
socioeconomic development of Pakistan through education and research.

Prof. Nisar Ahmed Siddiqui
Sitar-e-Imtiaz
Director Sukkur IBA

Publisher, SIJIMB
Sukkur Institute of Business Administration (Sukkur IBA), Airport Road Sukkur-65200, Sindh Pakistan
Tel: (092 71) 5630272 Ext: 131. Fax: (092 71) 5632465 Email: sijmb@iba-suk.edu.pk URL: www.sijmb.iba-suk.edu.pk




(-o Sukkur Sukkur IBA

URNAL OF
Management
tBUSINESS

Editorial
Dear Readers,

Since the advent of globalization, the business and economic growth has replaced the
conventional power tools i.e. military strength, weapons, no. of soldiers etc. Today the
countries of world are recognized and considered powerful in term of their economic strength
and global business accumulation. That is why global surge towards the attainment of
business and economic goals is associated with the quality of management and economic
policy design. The last few decades have seen proliferating growth in business and
management education. The candidates produced in these systems are now running the
business empires which rule the world. In precise, business education and management
research has been playing vital role in innovating businesses and management practices. It
further expands the businesses with minimized risk and results in larger success ratio.

Nevertheless, Pakistan has also been striving for imparting the quality of business education
and research since inception. Numerous business schools are working on producing business
graduates to meet the growing demand in the developing economy. The institutes are engaged
in understanding the domestic business requirements with its compatibility to global markets
and vice versa. Therefore, Sukkur IBA is also aimed to establish to meet such requirements
with international standards. The institute has distinguished itself among the best schools of
the country in very short span of time. Now it ranks 3™ best business school in Pakistan.
Realizing the responsibility and long term vision, Sukkur IBA is now focusing the business
and management research. After holding a very successful international conference (ICOBM-
2014), we proudly issue a first special issue of our newly established Sukkur-IBA Journal of
Business and Management (SIJBM). The special issue is composed of selected papers from
the conference proceedings. The frequency of the journal is initially set to semi-annual.

The journal is a sincere effort of Sukkur-IBA’s unmatched contributions towards business
education and research. SIJBM is aimed to produce high quality original research articles,
case studies, review articles and short essays on any of the journal’s thematic areas. The
Journal will be indexed in highly ranked services and aim to get recognized by international
level.

| look forward to receive your submissions and feedback.

Sincerely,

Dr. Khalid Ahmed
Editor-in-Chief
SIIBM
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A study of causality between disintegrated intellectual capital and firm
performance

Mujeeb Ur Rehman
School of Management, Wuhan University of Technology, Wuhan 430070, PR. China

Khalid Ahmed"
Department of Business Administration, Sukkur IBA, Sukkur 65200, Pakistan

Ahmer Qasim Qazi
Pakistan Institute of Development Economics (PIDE), Islamabad, Pakistan

Abstract:

Thhis paper aims to provide the new and unique way to analyze the factors which causes Intellectual

Capital (IC) and its impacts on firm’s performance. The data is obtained from 41 Chinese companies
listen in Shanghai Stock Exchange Company from 2005 to 2011The empirical technique adopted to
investigate this research is also unprecedented. This study uses Vector Auto-Regression (VAR)
model on panel data structure to analyze the relationship between disaggregate intellectual resources
and its impacts on the profitability at the firm level. The diverse estimation technique is used which
covers both cross-sectional and time behavior of data. The variety of empirically tools; unit root, co-
integration and granger causality tests are applied respectively to validate the hypothesis. The
overall results confirm the hypothesis whereas, in the light of the results of the descriptive statistics,
the low value of SCE shows that the Chinese high-tech companies are not investing enough as
compared to the other components of intellectual capital as compare to HCE and CEE. The results
from the short run causality test based on VECM signify bidirectional causality between ROE and
HCE and unidirectional causality from HCE to SCE and CEE to SCE. The results of the data
analysis provide useful implications for the theory of intellectual capital. The results indicate that the
presence of intellectual capital causes a firm to attain better performance.

Keywords: Firm Performance, Intellectual Capital, Vector Autoregression
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1. Introduction

With the advent of ‘knowledge economy’ and the recognition of Intellectual Capital (IC) as the
strategic factor for the value creation of the firm, the research in this specific area has been increased
manifolds. However, the theory of IC is still developing and authors agree on further research to
refine the theory of intellectual capital. Empirical studies are required to support the proposed
theories so that the theories can be generalized.

The importance of intellectual capital has been recognized by many authors and it has been regarded
as the strategic factor responsible for creating value for the organization (Sveiby, 1997, Stewart and
Ruckdeschel, 1998, Martin-de-Castro et al., 2010, Kaufmann and Schneider, 2004). Although there
can be issues in the measurement and financial evaluation of intellectual capital, but its strategic
importance for the firm cannot be ignored (Bontis, 1998). In recent years, there has been enormous
increase in the investments in intangibles by the firms (Edvinsson, 2000). Thus, the strategic
importance of IC coupled with the increased investment calls for more research in the area.
Consequently, IC has been one of the highly focused research topic in the recent business literature
and a huge volume of literature has been produced as well, (Alcaniz et al., 2011). (Tan et al., 2008)
argues that the research on the topic has undergone subsequent developmental stages of definitions,
measurement models, empirical studies and strategic importance of IC. Their study covers in detail
the evolution of the research in the area of IC. The introduction of specialized journals such as The
Journal of Intellectual Capital and special issues in other journals have further enhanced the research
on IC (Alcaniz et al., 2011).

Various researchers have empirically studied the relationship of intellectual capital with other
variables but the most of the studies have focused on the relationship between intellectual capital and
performance of the firm and intellectual capital and the market value of the firm. These studies have
produced different and somehow contradictory results. However, these studies are limited to one way
relationship from intellectual capital to performance or market value of the firm and the quantitative
technique commonly used were regression models. There have been very few studies that focused on
the causal relationships in order to know what causes intellectual capital in the firm and the
relationship among the various components of intellectual capital is rarely studied in the literature. If
intellectual capital is a strategic resource of the firm, as recognized by majority of the researchers,
then it is important to study the causes of intellectual capital beside its consequences. In this way, we
can improve our understanding of Intellectual Capital by studying its causal relationship. It helps to
identify that how Intellectual capital is generated and how the firm can improve its intellectual
capital. The notion of conducting empirical research to analyze the relationship among the various
components of intellectual capital is in growing need. The key reason to do so is the components of
IC work in collaboration to create value but not in isolation. Understanding the relationship among
the components of intellectual capital can help firm to use them in a smoother way to create superior
value. This study focuses on the causal relationship of disintegrated intellectual capital with the
performance of the firm and the causal relationship among the components of intellectual capital.

In order to study the causal relationship between disintegrated intellectual capital and performance of

the firm and the relationship among the components of IC, the Granger causality test is applied.
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Value Added Intellectual Coefficient (VAIC) model, developed by Ante Pulic, is used to measure
the intellectual capital of the firm while performance of the firm is measured through the traditional
measure of Return on Equity (ROE). Data is collected from 41 companies listed on Shanghai Stock
Exchange. All the companies belong to High-Tech industry, which is a non-traditional industry and
the role of intellectual capital is expected to be high in the performance. The rest of the paper is
structured as follows. The next section provides a brief literature review of the empirical studies that
have been conducted and their findings. After that, methodology and data for this study is explained.
The second last section shows the analysis of the data and finally the last section provides the
conclusion of research and some recommendations for the future research.

2. Literature Review

Research in the area of intellectual capital emerged in the early 1990°s with mostly practitioners and
consultancy firms taking the initiative (Martin-de-Castro et al., 2010). The main reason behind this
start was the huge discrepancies found by researchers between the book value and market value of
the firm (Martin-de-Castro et al., 2010). Perhaps that is why that most of the seminal researchers
(Sveiby, 1997, Stewart and Ruckdeschel, 1998, Roos and Roos, 1997, Edvinsson, 2000, Bontis,
1998) defined intellectual capital as the difference between the book value and the market value of
the firm. (Dumay, 2012) has criticized this view arguing that the difference can be the cause of
many other market factors and not just intellectual capital of the firm. However, as the theory
developed, new definitions emerged. Although there is no generalized standard definition of IC
(Martin-de-Castro et al., 2010, Kaufmann and Schneider, 2004, Choong, 2008), the characteristics of
intangibility and value creation can be derived from all the definitions. Thus most of the authors are
of the view that intellectual capital is something in the firm that has no physical attributes but create
value for the organization ((see Kaufmann and Schneider, 2004, Choong, 2008)). However, (Caddy,
2000) differentiates intellectual capital from intangible assets.

Measurement and recognition of intellectual capital of a firm has been highly discussed topic in the
literature on IC. Traditional accounting and financial measurement and reporting systems failed to
capture the value of intellectual capital of a firm (Vafaei et al., 2011, Rodov and Leliaert, 2002,
Molodchik et al., 2012, Martin-de-Castro et al., 2010, Kaufmann and Schneider, 2004, Kannan and
Aulbur, 2004, Guthrie, 2001). The current traditional accounting systems are based on the double
entry system of recording transactions which does not suit accounting for intellectual capital
(Gowthorpe, 2009). Although (Caddy, 2000) introduced the concept of intellectual liabilities and
argued that they should be taken into consideration, however it is very difficult to recognize and
report intellectual liabilities. Although majority of the researchers agree that there is a need to
develop reporting systems for intellectual capital, some authors such as (O'Donnel et al., 2000),
(Gowthorpe, 2009) and (Dumay, 2012) are of the opinion that the nature of intellectual capital is
such that it cannot be fully brought into the accounting spheres.

Measuring intellectual capital gives various benefits to the firm and having the specific knowledge of
intellectual capital would enable the management to devise a better strategy regarding the allocation
of resources in order to get competitive advantage (Kannan and Aulbur, 2004, Guthrie, 2001).
However, due to the abstract nature of 1IC, measurement of IC is not easy. Even though, researchers
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have made attempts to measure intellectual capital of the firm and there are various measurement
models available in literature. (Kannan and Aulbur, 2004) provides a good coverage of the
measurement models. They divide the models into four categories including ‘Perceptual models’,
‘Process models’, ‘Financial models’, and ‘Other measurement models’. However, they also point
out various shortcomings in the current models and propose to develop an integrated measurement
system that would consider all the above school of thoughts. (Tan et al., 2008) also provide a useful
review of intellectual capital measurement models. They classify the models into Non-dollar
valuation of IC and Dollar valuation of IC. However, the measurement models for IC are still in their
infancy and more objective and applicable models are evolving (Tan et al., 2008). (Bontis, 2001)
assesses some measurement models of IC in detail and concludes that there has been a great
development in this regard. However, as the field is still in embryonic stage, there is a need for more
comprehensive and collaborative models to be developed (Bontis, 2001). However, one greater
challenge for the IC research is the lack of empirical studies. Most of the researchers just document
the existing measurement models but there are very less studies that attempt to study the validity of
these models (Bontis, 2001).

The lack of clear measurement models makes it very difficult to empirically study the role of
intellectual capital. However, it should be acknowledged that the nature of intellectual capital is such
that it makes it almost impossible to completely objectify it, especially in dollar terms (O'Donnel et
al., 2000). Therefore, instead of opening the Pandora Box of developing new accounting systems and
measurement models to measure intellectual capital to its exact dollar value (Dumay, 2012),
empirical studies should be carried out in order to test the existing models and to point out their
shortcomings and improve them. Allocating resources and efforts to develop measurement systems
would not do any good to the theory of intellectual capital (O'Donnel et al., 2000).

Nevertheless, the current models for capturing the value of IC are failed in achieving their objectives
and are inadequate for the measurement of IC (Molodchik et al., 2012, Kaufmann and Schneider,
2004, Kannan and Aulbur, 2004). These frameworks are often too qualitative in nature, as they make
the use of proxy indicators for measuring IC, and do not say anything about the importance of each
component or indicator to the performance of the firm (Kaufmann and Schneider, 2004). Another
issue with these models is their lack of comparability (Kaufmann and Schneider, 2004). Each model
has its own structure and uses firm specific proxies and indicators of IC making it difficult to
compare the results obtained from two different models. However, the use proxies and indicators for
measuring IC are inevitable due the nature of intellectual capital. Therefore, there is a need select
one model with better proxies and indicators of the value of intellectual capital and use it in
empirical studies with data from different firms and different economic environments in order to test
its validity.

Various researchers have conducted empirical studies to study the importance of intellectual capital
for the firm using different measurement models. These studies have produced different results,
sometimes contradictory (Clarke et al., 2011). (Clarke et al., 2011) provides a good literature review
of the empirical studies and their results. However, in this paper, there is no study that attempts to
understand the causal relationship among intellectual capital, its components and firm performance
or market value. All the studies investigate the impacts of intellectual capital on performance
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indicators. One study that is conducted for studying the cause and effect relationship is by (Wang
and Chang, 2005). Their study uses the Partial Least Square (PLS) method to study the cause-effect
relationship among components of intellectual capital (human capital, customer capital, innovation
capital, and structural capital) and the impacts of each on the performance of the firm. However, this
study investigates only the unidirectional causality from the components of intellectual capital to
performance and from human capital to other components of intellectual capital. Their results
indicate that the three components of intellectual capital, other than human capital, directly affect
performance of the firm while human capital indirectly influence performance by affecting the other
three components. They also found the cause-effect relationship among the components of
intellectual capital where human capital influenced innovation and process capital, innovation capital
influenced process capital and process capital influenced customer capital.

Some other relevant empirical studies such as; (Firer and Williams, 2003) studied data from 75
publically traded companies from South Africa, using the Value Added Intellectual Coefficient
(VAIC) model as a measure of intellectual capital, in order to find the relationship of intellectual
capital and the three traditional measures of corporate performance i.e. profitability, productivity,
and market value. Their findings indicated mixed results failing to prove any significant impact of
any component of VAIC, except for the physical capital, on the corporate performance of the firms
under study.

(Bollen et al., 2005) conducted a questionnaire based study in order to find out the relationship of IC
and its components; HC, SC, RC, and IP, with the performance of companies in the German
pharmaceutical industry. The results showed that there is a positive relationship between the
company performance and IC of the firm. They also found that a correlation exist among the
components of IC i.e. HC, SC, and RC and IP. IP serves as an interface linking the other components
of IC to the company performance.

(Chen et al., 2005) studied the data from Taiwanese listed companies in order to find the impact of
IC on the market value and firm performance. Their final sample included 4254 firms. They used
Public’s Value Added Intellectual Coefficient (VAIC) model to measure intellectual capital, Market-
to-book ratio to measure market value, and ROA, ROE, growth in revenue (GR) and employee
productivity (EP) to measure performance of the firm. Results of the multiple regression models
indicate that market value of the firm is positively associated with VAIC and its two components
HCE and CEE. VAIC was found to have significant and positive relationship with all the four
indicators of performance. Same results were found for HCE and CEE while SCE was found to have
positive relationship with only ROE. While regressing lagged independent variables, the authors
found that only VAIC and CEE has positive relationship with all the four indicators of performance.
Based on their results, they concluded that investors give an increasing weight to intellectual capital
efficiency and that firms with higher intellectual capital perform better in terms of profitability and
revenue growth. They also concluded that the intellectual capital developed in previous years has a
positive impact on the proceeding year performance of the firm.

(Muhammad and Ismail, 2009) conducted an empirical study on investigating the efficiency of
intellectual capital and impacts on the performance of firms in Malaysian financial sector. Using
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Pulic’s Value Added Intellectual Coefficient (VAIC) model, they studied data collected from 18
firms in the financial sector including banks, insurance companies and brokerage firms. Their results
indicate that there is a positive and significant relationship between intellectual capital and firm
performance (measured by profitability and ROA). During examining the impacts of component of
intellectual capital, using multiple regression models, they found that human capital and structural
capital have insignificant and negative relationship with the performance while capital employed
showed significant and positive relationship with profitability and ROA.

(Orens et al., 2009) conducted a content analysis of corporate websites of the companies belonging
to Belgium, France, Germany, and the Netherlands in order to find whether the presence of IC
information on these websites affect the market value of the firm. They found that companies tend to
provide more information relating to customers as compared to other components of IC. The results
of analysis indicated a strong positive relationship between firm value and IC disclosures.

Murali(V and Ashrafali, 2010) studied data from 13 firms of the IT industry of India using VAIC as
the measure for intellectual capital and found a positive relationship between corporate financial
performance of the firm and VAIC and all its three components.

(Clarke et al., 2011), following the methodology of (Chen et al., 2005), examined the effects of
intellectual capital on the performance of Australian companies. They used the data from listed
Australian companies for the years between 2004 and 2008. Their sample consisted of 1676 firms.
Measuring intellectual capital with Public’s VAIC model, they used multiple regression models to
examine the relationship between intellectual capital and performance, which they measured through
ROA, ROE, Revenue Growth, and Employee Productivity. Results indicated the existence of a
relationship between overall IC and performance of the firm. Examining the individual impacts of
components of IC, results showed that HC and CE have significant and positive relationship with
performance whereas SC is not found to have significant relationship with any performance measure.
While examining the effects of previous year’s IC on the current year’s performance, they found
positive relationship with all performance measures except revenue growth. HC and SC of previous
years were found to have significant relationships with performance indicators of the current year.

(Maditinos et al., 2011) studied data from 96 Greek companies listed on Athens stock exchange
using VAIC model as the measure of intellectual capital. Their results were failed to support the
hypothesis that intellectual capital enhances market value of the firm. They found significant
relationship between only HCE and market-to-book ratio. Results were failed to explain any
significant relationship between VAIC and its three components and the measures of performance
(ROA, ROE and GR) except for HCE that was found to have significant relationship with ROE.

(Lu, 2012) studied public universities in Taiwan in order to find whether intellectual capital
influence the operating efficiency of these universities and concluded that intellectual capital plays a
very important role in the performance, especially in teaching and research areas of public
universities in Taiwan.

(Molodchik et al., 2012) studied a number of companies for European countries including Germany,
Finland, Denmark, Spain and others, using their Intellectual Capital Transformation Evaluation
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Model (ICTEM). They concluded that IC has a positive effect on the performance of the company.
The analysis showed that HC is relevant only in long term while SC, to their surprise, is not
important in the value creating process for the companies. Some of the SC indicators were found to
be negative drivers of performance in short-term while positive drivers in long-term. Relational
capital produced similar results as structural capital where the effect is different for different
indicators.

(Mehralian et al., 2012) studied pharmaceutical companies in Iran to study what relationship exists
between intellectual capital and performance of the firm indicated through profitability, productivity
and market valuation. Measuring intellectual capital through VAIC, profitability through ROA,
productivity through ATO, and market valuation through M/B ratio, they found that VAIC has a
positive relationship with ROA and ATO but significant negative relationship with M/B ratio. Same
results were found for SCE while CEE was found to have negative relationship with ATO as well.
HCE was found to have no significant relationship with any of the dependant variable.

(Komnenic and Pokrajcic, 2012) used data from 37 MNCs conducting business in Serbia using
VAIC method to investigate the relationship between intellectual capital and corporate performance
(measured by ROA, ROE, and productivity). They found human capital to be positively associated
with all the three measures of performance, structural capital only with ROE, while capital employed
strongly associated with all the three measures.

1. Theoretical framework and hypotheses

The theoretical framework for this study is presented in the following figures:

Firm Performance }

Figure 1: Relationship among components of intellectual capital and firm performance

Figure 1, shows the inter-relationship among the components of intellectual capital i.e. HCE, SCE
and CEE and their relationship with the performance of the firm. It is assumed here in this study that
each component of intellectual capital impacts the other components. If a firm has highly educated
and skilled employees, it will cause the firm’s structural capital to be high. In turn, higher structure
capital would help employees in developing their knowledge and skills and would facilitate them in
the process of intellectual capital creation. Capital employed is assumed to have the same
relationship with the other components. Furthermore, all the components are supposed to have,
individually, the same relationship with performance of the firm.

The following hypotheses are tested in this study:
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H;: Presence of intellectual capital (VAIC) causes improved performance in the firm (ROE)

H,: Improved performance of the firm (i.e. higher value of ROE) cause the value of intellectual
capital in the firm to be greater.

Hs: There is a relationship among the components of intellectual capital i.e. different components of
intellectual capital causes each other.

3. Methodology

The study employs the VAR Model established with the attention of Panel data structure. The
relationship between disaggregate intellectual resources and its impact on the profitability at the firm
level is never studied before which employs such a unique and diverse estimation technique. The
panel data is the two dimensional approach that leads to analyze particular variables by cross
sectional as well as time behaviors. The empirical investigation is based on the three step procedure;
firstly, the unit root test for panel data is applied to obtained the order of integration among the
variables; second, the long run association of the variables is scrutinized by employing the panel
cointegration test suggested by (Pedroni, 1999) and at third, the causality test is applied based on the
VECM.

3.1. Panel Unit Root Test
In order to secure the statistical weight and to raise the weight of their opposite variable’s univariate,
the test of unit root is applied (Breitung and Pesaran, 2008). There are several tests suggested by the
authors that are structured according to panel data. In this regards our study employs the two test
presented by the Levin, Lin and Chu-LLC (2002) and Im, Pesaran and Shin-IPS (2003). The LLC
model structure assumes the constant individual heterogeneity in the panel and can be defined as
under:
Ayir = 6;Yir—1 + Z;-lil PijAyie—j tai+er (1)
Where, y;; is the particular variable observations for i=1... .N firmattimet=1... . T periods, A
represents the first difference operator and e;, is the residual that follows IDD (0,62) . The null
hypothesis of panel unit root is that all the units of the panel have unit root problem against the
alternative hypothesis of stationary in all the units of the panel. Later on, IPS extends the similar
model of LLC and allows the individual heterogeneity among the cross sectional units. The null
hypothesis of their test follows that the each individual unit of series hold unit root. Moreover, two
model structures are developed in order to analyze the unit root, the first at the level form and other
at the first difference. And each model has been regressed with and without deterministic trend
variable and the maximum lag length has been selected according to the information of AIC.

3.2. Panel Cointegration test
The second phase of our empirical analyses leads us to examine the long run association among the
ROE, HCE, SCE and CEE. In this study, we followed the Pedroni (1999, 2000) cointegration test
structured for the panel data. The advantage of using this technique over the conventional method of
cointegration is that it allows the individual heterogeneity in the panel. The empirical model
constructed for the adopted test of cointegration can be presented as follows:
ROE; = a; + 8; + YHCE; + BSCE;s + OCEE;y + &  wovvvvnn.. 2)
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Where, ROE, HCE, SCE and CEE are the firms’ Return on Equity, Human capital efficiency,
structural capital efficiency and capital employed efficiency, respectively. The symbols y, 8 & @ are
the elasticities of returns on equity with respect to HCE, SCE and CEE, respectively. Furthermore, a
and & show the firm individual specific effects and time trend variables, where as ¢;; represents the
estimated residual that varies across time and firms.

The Pedroni (1999, 2000) proposed seven unlike statistics in order to investigate the existence of
long run relationship among the variables under the null hypothesis of no cointegration. He
suggested three statistics of group-mean namely, rho statistic, Pedroni statistic (PP) and Augmented
Dicky Fuller (ADF) statistic. These statistics are also known as the between dimension. On the other
hand, the null hypothesis of no cointegration is also encountered by the further four statistic, namely,
Panel v-statistic, panel rho-statistic, Panel PP-statistic and Panel ADF-statistic. And these statistics
are also known as within dimension statistics. The null hypothesis of no cointegration is rejected if
the entire statistics show the high negative statistics except the panel v-stats. The panel v-stats
follows the one sided test so if it has high positive value then null hypothesis can be rejected.

3.3. Panel Granger Causality Test based on VECM

As we are more interested to indentify the direction of causality between the firm performance and
the disaggregate determinants of intellectual capital resources; however the equation 2 just answered
to the question of existence of long run association between variables. In this regards, we have
exploited the granger causality test based on VECM. At the first stage, we estimate the equation 2
and obtain the estimated residual as suggested by the Engle and Granger (1987). Then we investigate
the direction of causality by incorporating the estimated residuals in the right side of equations and
developed the models under the panel data structure as suggested by the Holtz-Eakin et al. (1988).
The dynamic vector error correction model under the panel data can be described empirically as
follows:

z

14 h
AROEy = @y + ) Yrie AROE s + ) Vaoie AHCEisc + ) Vusue A SCEi

k=1 k=1 k=1
z
+ Z Y1aik A CEEit—k + /‘LliECTit—l + Uqit (3)
k=1
14 h z
AHCEj = ay; + Z Y21ik AHCE;_ + z Y22ik A ROEj o + z Y23ik A SCEj_
k=1 k=1 k=1
r
+ Z Y24ik A CEEit—k + /‘LZiECTit—l + Uyit Cen e aaes (4)
k=1
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p h z
ASCEy = a5+ ) Vo ASCEic + ) Vizie AROEi i + ) Vasue AHCE s

k=1 k=1 k=1
T
k=1
p h z
ACEEy = @y + ) Vire ACEEuoic + ) Voo BROEw i + D Vi AHCEy
k=1 k=1 k=1
T
k=1

Here, A represents the first difference and k shows the optimal lag length of the respective variables
and that is determined through the AIC. ECT;;_; , denotes the speed of adjustment from long run
disequilibrium, the statistical significance of this variable implies the long run association among the
variables. The short-run causality can be determined from the equations 3 to 6. For example, if the
all the estimated coefficients of HCE under the equation 3, jointly significant indicated the presence
of causality from HCE to ROE, and reject the null of hypothesis of HCE does not granger cause to
ROE. The similar results would be true for all remaining variables in all VECM equations,
respectively.

4. Data and Variables

4.1. Data
For the purpose of studying relationship between intellectual capital and firm performance, data has
been collected from 41 firms listed on Shanghai stock exchange. These firms are related to High-
Tech industry of China. Data has been obtained from the annual reports and financial statements of
these firms for the years 2005-2011. Thus this study is based on secondary data.

4.2.Variables
Firm performance and intellectual capital are the variables tested in this study. Firm performance is
measured through Return on Equity (ROE) and intellectual capital through Value Added Intellectual
Coefficient (VAIC) and its components HCE, SCE, and CEE. As the causality test is applied, all the
variables are considered to be the endogenous variables. Thus, the number of equations would be
same as humber of endogenous variables.

4.2.1. Return on Equity (ROE)
Return on Equity measures a firm’s profitability by revealing how much profit a firm generates with
the money invested by shareholders of the company. The ratio is calculated by dividing net income
by the shareholder’s equity, where shareholders’ equity is calculated by multiplying number of
shares outstanding with the book value per share. It is a common measure of profitability and is used
to know the performance of the firm.
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4.2.2. Value Added Intellectual Coefficient (VAIC)
Value Added Intellectual Coefficient (VAIC), and its components, is used as the measure of
intellectual capital of the firm in this study. Value Added Intellectual Coefficient (VAIC) model was
developed by Ante Pulic in 1998. It is the mostly used model to measure intellectual capital in
various studies that aim to study relationship of intellectual capital with other variables. The point
that it gives a numerical value to the intellectual capital of the firm is perhaps the reason for its
application. It makes the use of accounting numbers, which are both reliable and easily extractable
from the financial statements, in order to calculate the intellectual capital. The purpose of the model
is to measure the ability of the company to produce added value on the basis of its intellectual
resources. The VAIC model consists of three components:

4.2.3. Human capital (HC):
Human capital is the most important component as it is the intellectual resource of the firm. Human
capital is defined as the explicit and implicit knowledge, skills, abilities, capabilities, and behavior of
the employees. With such an abstract nature, it is almost impossible to measure human capital of a
firm to its accurate number. However, the more a firm spends on the development of the employees’
knowledge, skills and behavior, the higher can be the human capital of the firm. Thus money spent
on employees can be a good indicator of human capital and VAIC model measures human capital
efficiency (HCE) through the same logic.
HC = salaries and wages

4.2.4. Structural capital (SC):
Structural capital encompasses the enabling structures that allow the organization to exploit the
intellectual capital. It includes all the things available in the organization that facilitate human capital
to create value. It ranges from the tangible assets to the intangible structure and culture of the
organization. Structural capital has been defined as all the things that remain in the firm when
employees go home. Thus, in VAIC model, SCE is calculated as the difference between produced
added value and human capital.
SC=VA-HC

4.2.5. Capital employed (CE):
Capital employed refers to the physical capital employed for attaining business goals. It is interpreted
as the financial capital of the firm.
CE = Total assets — Intangible assets
In order to calculate the values of VAIC and its three components HCE, SCE and CEE, first value
added (VA) of the company is calculated by subtracting all the expensed incurred from the revenue
earned during the year. Thus VA can be defined as the net value created by the firm during the year.
VA=S—-E=NI+T+DP+I1+W
Where:
S = Sales revenue
E = Expenses
NI = Net Income after Tax
T = Taxes
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DP = Depreciation Expense

I = Interest Expense

W = Wages and salaries.

Interest expenses (1) and Wages and salaries (W) are added to the Net Income (NI) because they are

considered investments that create value rather than expenses.

After calculating VA, the three components of VAIC can be calculated as follows:

HCE, Human capital efficiency = VA/HC

SCE, Structural capital efficiency = SC/VA and,

CEE, Capital employed efficiency = VA/CE.

VAIC is the sum of the three components thus it can be calculated as follows:
VAIC = HCE + SCE + CEE

5. Results and Discussion

This section presents the results of the various tests that were applied to the data in order to analyze
the validity of the hypothesis developed in this study. Following table shows the descriptive statistics
of the data.

5.1. Descriptive statistics
Table 1: Descriptive statistics
ROE HCE SCE CEE
Mean 4.636184 45.06372 [0.907507 146.19043
Median [4.072319 [11.94908 0.924661 [13.04000
Maximum|39.90909 [1176.727 1.272882 [1177.728
Minimum -26.30556-410.3760(0.340000 -409.3784
Std. Dev. [7.228394 (121.6538 (0.115807 [121.6163
Skewness [0.495920 14.826052 |-1.113736/4.827726
Kurtosis [11.76171 36.24124 [7.653847 [36.26592
Source: Authors’ Calculation

The descriptive statistics shows that mean value of SCE is very low which means that Chinese high-
tech companies are not investing enough as compared to the other components of intellectual capital.
However, the average value of HCE and CEE is high which indicate that firms in the Chinese high-
tech industry do invest in intellectual capital. The following section presents the results of the tests
applied in order to study the relationship between the disintegrated intellectual capital and
performance of the firm.
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5.1.1. Unit Root Test Results

Panel Unit root test

Table 2: Panel Unit root test results

Variable | LLC Test IPS
Intercept | Interceptand Trend | Intercept Intercept and Trend

ROE -0.267 1.294 2.294 1.419
AROE -5.673** | -4.825** -8.6034*** | -6.602***
HCE -1.669 -3.483 -0.402 -0.053
A HCE -8.964*** | -8.428*** -5.070*** | -3.926**
SCE -1.370 -3.075 -1.801 -0.537
A SCE -8.748*** | -9.379*** -6.287*** | -4.872*%**
CEE -1.612 -3.496 -0.372 -0.038
A CEE -9.016*** | -8.279*** -5.089*** | -4.0185**

Note: (i). ***, ** denotes the significance level at 1% and 5%. A Signifies the first difference and
otherwise level

(ii) The maximum lag length has been selected according to SIC.

Source: Authors’ Calculation

The result presented in table 2. shows the unit root test obtained through the LLC and IPS tests. Each
of the tests is conducted with and without the intercept in the model. The results in both the tests
confirm that the respective variables have got unit root at the level form and eliminated after taking
the first difference or in other words we reject the null hypothesis of unit root in panel data at first
difference at 1% and 5% significance level.

5.1.2. Panel Cointegration Test Results
The results related to panel cointegration test is presented in table 3 and 4. Table 3 shows the within
and dimensions results and confirms the rejection of null hypothesis of no cointegration among the
variables at the 1% significance level. Table 4 shows the kao cointegration test based on the residual
that also supports the pedroni’s panel cointegration test and rejects the null hypothesis with same
level of significance. Pedroni’s Panel Co integration test
Table 3: Pedroni’s Panel Cointegration test results

Statistics No intercept no time trend Intercept
Panel v-stats -2.015741 -1.562128
Panel rho-stats 0.857070 3.751466
Panel PP-stats -6.108539*** -4.061929***
Panel ADF-stats -6.051788*** -3.672972***
Group rho-stats 4.278661 6.819747
Group PP-stats -20.55781*** -12.52686***
Group ADF-stats -13.46603*** -6.196830***

Note: *** denotes the significance level at 1%.

Source: Authors’ Calculation
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Kao Residual Cointegration Test

5.1.3. Short run Causality Test based on VECM

Table 4: Kao residual cointegration test results

Statistics

Intercept

ADF

-6.936425***

Note: *** denotes the significance level at 1%.
Source: Authors’ Calculation

Table 5: Short term Causality test results

A ROE A HCE A SCE A CEE AVAIC ECT
A ROE - 5.234%** | 4.290*** | 4.696*** | 4,998*** | -2.812***
AHCE | 3.896** - 0.022 0.042 - -0.676
A SCE | 6.313*** | 10.983*** - 10.976*** - -1.615*
A CEE | 3.907** 0.044 0.023 - - -0.679

**x ** & * denote the significance level at 1%, 5% and 10%.
Source: Authors’ Calculation

Table 5, shows the results from the short run causality test based on VECM. The results signify
bidirectional causality between ROE and HCE. This means that higher HCE results in higher ROE
and vice versa. This confirms that performance of the firm is caused by knowledgeable and efficient
employees. In turn, better performance of the firm helps employees to increase their knowledge and
develop their skills. The results also show that ROE has bidirectional causality with all the other
components of intellectual capital i.e. SCE and CEE.

However, the results show that there is unidirectional causality from HCE to SCE. This means that
human capital causes structural capital but structural capital does not cause human capital. Similar
result is shown for the relationship between CEE and SCE i.e. unidirectional causality from CEE to
SCE.

5.1.4. Joint results of Short and Long run Causality-Strong Causality
Table 6 Joint results of Short and Long run Causality

AROE & ECT | AHCE & ECT | ASCE & ECT | ACEE & ECT | A VAIC & ECT
AROE | - 206.727*** 206.936*** 206.683*** 206.705***
A HCE | 2.833** - 0.157 0.171606 -
A SCE | 4.574*** 7.824*** - 7.820%** -
A CEE | 2.839** 0.173 0.159 - -

***& ** denote the significance level at 1% and 5%.
Source: Authors’ Calculation

The results of joint causality in short and long run are presented in table 6. The results of joint
causality confirm the causality pattern both in short-run and long-run and validate each other. This
enables us to reject the null hypothesis that the components of VAIC do not granger cause ROE.
This means that there is granger causality between intellectual capital and performance of the firm.
As a result this leads us to accept our hypothesis that a firm with a higher value of intellectual capital
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will perform better. It also confirms the hypothesis that a firm with higher performance will possess
higher intellectual capital. The results presented in table 6 also reject the null hypotheses that HCE,
SCE and CEE does not granger causes ROE.

6. Conclusion and recommendations

The previous studies on this subject tried to analyze the one way impacts of intellectual capital on the
performance and the market value of the firm. So the research focus was limited to how the
performance and the market value of the firm is influenced by the presence of intellectual capital.
However, studies investigating the causes of intellectual capital or the factors that can influence the
intellectual capital of a firm are rare. Therefore, in order to fill this research gap and to introduce
unique research insight, this study attempts to investigate the influence of intellectual capital on firm
performance and market value on 41 Chinese companies listed in Shanghai Stock Exchange. This
paper employs Vector Auto-Regressive (VAR) model on panel data structure to assess the
relationship between disaggregate intellectual resources and its impact on profitability at the firm
level. This study empirically analyses both cross-sectional and time behavior of data, using unit root
tests, cointegration, and granger causality tests respectively to obtain the results. This type of
empirical technique is unique and used first time in the research rea of Intellectual Capital.

The results of the data analysis provide useful implications for the theory of intellectual capital. The
results indicated, as found by previous researchers, that the presence of intellectual capital causes a
firm to attain better performance. Thus intellectual capital is a valuable resource for the firms and
they should manage it in a good manner in order to boost performance. The results also show that
higher performance causes higher intellectual capital in the firm. This means that in order to create
and develop its intellectual capital base, a firm has to improve its performance.

The results also show that all the components of intellectual capital i.e. HCE, SCE, and CEE have
bidirectional causality with performance of the firm. However, HCE and SCE have unidirectional
causality from HCE to SCE. This result supports the proposition proposed earlier that human capital
is the intellectual resource that initiates the process of creating intellectual capital. Thus the firm has
to try to develop the knowledge and skills of the employees and to modify their behavior in a
positive way so to accumulate its base of intellectual capital.

This study produced some useful results for theory of intellectual capital by testing causality among
different variables and not just one-sided relationship. However, there is a need for conducting more
such studies in order to generalize these findings. The future researchers can use the method to
investigate causality on some other country data and check whether the same results are produced.
Few more such studies would produce the generalized conclusion about causality among intellectual
capital and firm performance. Also it is important to study the causality among the different
components of intellectual capital.

This study used Value Added Intellectual Coefficient (VAIC) model as the measure of intellectual
capital. Although the model has been quite intensely used by researchers, it has some serious
drawbacks. The most important of them is that it does not include relational capital in the model.
Future researchers can modify this model to incorporate relational capital in it.
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As this study uses the data of only 41 firms for 8 years, but future researchers can test the hypotheses
on a sample of larger scale, so that to ascertain the findings.
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Abstract:

The purpose of this study is to explore and analyze the determinants of job satisfaction in
academic professional of Pakistan. The job satisfaction was considered dependent variable and
human resource management (HRM) practices (training and development, performance
appraisal, career planning, and compensation) were predictor variables. Linear regression model
was used in this study that demonstrated the overall effect of variable and data was collected
from faculty members of four (two public and two private) different universities of Pakistan.

It has been found that performance appraisal and compensation are important determinants of job
satisfaction among faculty members. Therefore, the management of universities in Pakistan
should give considerable emphasis on performance appraisal. Interestingly, the analysis of means
variation and independent t-test did not demonstrate a difference between faculty members of
public and private universities in terms of job satisfaction and HRM practices. Future
investigations should explore the underlying mechanism between the HRM practices and job
satisfaction.
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1. Introduction

Job satisfaction has been of interest to researchers, because of its relationships with job performance
and/or organizational commitment. The impact of various determinants of job satisfaction on
organizational performance and employee attitudes has been extensively explored in developed
countries (Delaney and Huselid, 1996; Huselid, 1995; Katou and Budhwar, 2007; Petrescu and
Simmons, 2008). Nonetheless, limited research has been carried out in the context of developing
countries. (Budhwar and Debrah, 2001; Sing, 2004; Yeganeh and Su, 2008). Therefore, this study
attempts to explore determinants of job satisfaction in case of Pakistan.

Educational sector of any country has a unique importance particular in knowledge creation.
Competitiveness of this sector mostly depends on the satisfactory involvement and commitment of
its employees, hence perceived organizational practice and financial adequacy are the best predictor
of job satisfaction (Leung et al, 2000). To attract and retain talented, dynamic and competent faculty
and their performance management has become strategic human resource management (HRM) issue
for universities (Chughtai & Zafar, 2006; Van den Brink et al, 2013).

Two types of educational institutions are prevailing in Pakistan; i.e. public and private universities.
Previous research has explored the relationship between HRM practices and job satisfaction among
faculty members either in public or in private universities; e.g. Munaf (2009), Shah et al (2012) and
Halai (2013). However, both institutions vary in terms of quality, environment, faculty satisfaction
and implementation of HRM practices in public and private institution also relatively differ (Munaf,
2009). Thereafter, this research conducts comparative analysis and explores the relationship between
HRM practices and job satisfaction among faculty members of both public and private universities.
Data has been collected from 102 faculty members (Lecturers, Assistant Professors, Associate
Professors, and Processors) of business management department from four different universities
located in capital area of Pakistan. The Survey questionnaire that is used in this study was adapted
from the Singh, K (2004). The job satisfaction was considered dependent variable and HRM
practices (training and development, performance appraisal, career planning, and compensation)
were predictor variables. The correlation and regression analysis has been carried out to test
following four hypotheses related with HRM practices and job satisfaction.

» Hypothesis 1: Training and development has positive and significant effect on job
satisfaction of academic professional.

» Hypothesis 2: Performance appraisal has positive and significant effect on job satisfaction of
academic professional.

» Hypothesis 3: Career planning has positive and significant effect on job satisfaction of
academic professional.

» Hypothesis 4: Compensation has positive and significant effect on job satisfaction of
academic professionals.

SIIMB P - ISSN: 2313-1217 © 2014 Sukkur Institute of Business Administration Vol: 1| Oct 14
21



Ali et al. / Determinants of Job Satisfaction

2. Literature Review

(Steijn, 4-7 September, 2002) found that job satisfaction of employees in public sector is on the
decline. He analyzes the job satisfaction on the basis of four factors, individual characteristics, job
characteristics, work environment variables and HRM practices. (Singh, 2004) examined positive
relation of HRM practices with firm performance. (Pillay, 2009) identified low pay, workload and
lower chances of promotion for work dissatisfaction among the professional nurses in public and
private sector. Only social context of the work make them satisfied, they received intrinsic
satisfaction from the patient care. In contrast; private sector nurses are only dissatisfied with their

pay.

2.1. HRM practices and Job Satisfaction

Literatures in this perspective reveals that number of researchers have identified different factors of
job satisfaction, such as achievement, advancement, recognition (Marchant, 1999), responsibility,
work itself, relationships, policy and administration, salary, supervision, working conditions (Castillo
& Cano, 2004) were factors for job satisfaction. The finding implies that faculty is mostly satisfied
with ‘job content’ and least satisfies with ‘job context’. The finding of (Berg, 1999) was
contradictory to (Castillo & Cano, 2004). He argued that job satisfaction is not influenced by job
characteristics. Balance between work and family impact job satisfaction.

The impact of Higher Education Commission of Pakistan policies on academic staff and their
satisfaction was found inconsistent (Mapesela & Hay, 2005). They found that most of the policies
have negative correlation with academic staff performance and their job satisfaction. On the other
hand (Katou, 2008) found that HRM policies have a direct positive effect on outcome and
organizational performance. The outcomes of organization are related to competence, cooperation
with management, cooperation among employees, motivation, satisfaction, commitment and
retention. Therefore underlying mechanisms are much important to explore.

2.2. Training and development

Training and development is defined by (Patrick, 2000) as “It is systematic development of the
knowledge, skill, and expertise required by a person to effectively perform a given task or job”.
Although training and development enhances the skill, knowledge and competencies of the employee
but now this concept has gone beyond the traditional interpretation. Learning opportunities were
found most influential factors in job satisfaction (Schmidt, 2007). (Jones, Jones, Latreille, & Sloane,
2009) argued that job satisfaction increases through workplace training. Training and development
programs minimize the gap between actual and desired performance. (Choo & Bowley, 2007)
described the contributions of training and development initiatives and opportunities to enhance the
skills always increases professionalism, increase employee commitment and job retention.

2.3. Performance Appraisals
Performance appraisal is used to evaluate the individual performance (attitude towards work, quality
of work, personal achievement, and accomplishing organizational objectives). It is further helpful for
compensation policy, career development and keeping the information about relative worth of the
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employee for the organization (Chand & Katou, 2007). Performance appraisal positively influence
the job satisfaction (Cook & Crossman, 2004) but fairness of the performance appraisal system is
compulsory (Fletcher & Williams, 1996). According to the expectancy theory (Vroom, 1964)
“individual attitude and choices based on expected results, motivation act as process governing
choices” it emphasized to relate individual performance directly to the rewards and to ensure that
rewards are given to those who deserved. Similarly equity theory (Adams, 1965) demonstrated that
employee satisfaction explain in term of relational perception of fair and equal distribution of input.
Realistic, faire and effective performance appraisal initiatives are the necessary prerequisite of
overall job satisfaction (Saari & Judge, 2004).

2.4.Career Planning
Career planning has immense importance in HMR practice (Baruch, 1996) Similarly (Super, 1980)
argued “ Career is combination and sequence of roles played by person during the course of a

lifetime”. Psychological based theories revealed that if person actively participate in their vocations
and do not bother about opportunities hunting than person is satisfied with his/her employment and
his/her efficiency increases (Brown & Associates, 2002).

Career planning is a tool that aligns strategies with future HRM needs and encourages employee to
strive for his personal development (Singh, 2004). Effectively functioning career planning system
motivates the employees to take responsibility for their personal development and including the
development of the company. The relationship between career planning and job satisfaction
demonstrated by (Chen, Chang, & Yeh, 2004). The results revealed that career need of the
employees varies at various stage of their career. If the gap between their apparent career and the
career they desired is larger than their turnover intention and job dissatisfaction will be high.

2.5. Compensation

Compensation is an amount of monetary and non-monetary pay that employee get from the employer
in return of work performed as required. Compensation influences the work motivation and job
satisfaction (Berg, 1999). Performance based compensation contributes to achieve organizational
goal and objective (Singh, 2004). In order to attract and retain the competent workforce; the
universities offer competitive level of compensation to their faculty and recognize their
achievements. Organization’s commitment to faculty enhances the job satisfaction and improves
academic quality (Comm & Mathaisel, 2003). The compensation packages to employees have
different impact in different institutional setting.

(Macklin, Smith, & Dollard, 2007) demonstrated that same compensation package impact differently
because of job characteristic, work stress, supervisor relationship and institutional structure. Comm
& Mathaisel (2003) found that the faculty members were most satisfied with the autonomy of their
jobs and ability to make their own decisions about work. In the light of expectancy and discrepancy
theories, (Igalens & Roussel, 1999) examined the relationship of compensation with work motivation
and job satisfaction. Their results implicated positive relationship among given variables.
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3. Research Model and Methodology
3.1. Conceptual Framework

Literature Koustelios (2001); Ott and Dijk (2005) suggests that job satisfaction depends on different
factors. The main objective of this study is to explore the effects of HRM practices on job
satisfaction. This study focused on the relationship of performance appraisal, training, compensation,
and career planning with job satisfaction. Here job satisfaction is dependent variable and explanatory
variables are performance appraisal, training, compensation, and career planning as shown in Figure
1.

Performance
Appraisal

Training and
Development

[ HRMI Practices Job Satisfaction ]

Compensation

Career Planning

P A= Performance Appraisal; T&ID= Training and Development: C— Compensation:

CP— Career Planning: JS— Job Satisfaction
Figure 1: Conceptual framework

3.2. Research Methodology
3.2.1. Sample and Data Collection

Four universities (two from private sector and two public sector universities) were selected for this
research. The target respondents were the academic professionals (lecturers, assistant professors,
associate professors, professors) from the business administration department. The academic
professionals with at least 2 year of experience in the same university were considered valid for this
research. Information about faculty members was collected from website of Higher Education
Commission of Pakistan (http://www.hec.gov.pk/Pages/HECMain.aspx). The Survey questionnaire
that is used in this study was adapted from the Singh, K (2004). The questionnaire contained 36
items; in which 7 items were related to job satisfaction and other 29 are related to independent
variables. Details of the questionnaire can be found in Appendix 1.

The total 180 questionnaires were distributed and 102 questionnaires were received therefore the
response rate was 56%. All survey was treated confidentially. Five point liker scales was used. The
respondents were asked to response the extent to which each statement is pertaining to his/her
knowledge regarding HR practices and job satisfaction. Where 1=strongly Agree and 5=strongly
disagree. Cronbach alpha was used to evaluate the reliability of the instrument. The values of
reliability coefficients of all the variables are given below in Table 1.

SIIMB P - ISSN: 2313-1217 © 2014 Sukkur Institute of Business Administration Vol: 1| Oct 14
24


http://www.hec.gov.pk/Pages/HECMain.aspx

Ali et al. / Determinants of Job Satisfaction

Table 1. Reliability Statistic

Variable Name

Cronbach’s Alpha

N of Items

Training and Development
Performance Appraisal
Career Planning
Compensation

Job Satisfaction

0.81

0.87

0.80

0.85

0.86

The correlation and regression analysis is used to identify the relationship between HRM practices
and job satisfaction and effect of HRM practices on job satisfaction. To identify the differences and
similarities between public and private universities; t-test, mean and standard derivation has been

applied.

4. Analysis and Discussion
4.1.Frequency Distribution

Table 2 presents results of frequency distributions of the participants.

Table 2 Frequency Distribution

Variables Frequency Percentage
Designation
Lecturer 53 52%
Assistant Professor 35 34%
Associate Professor 9 8.8%
Professor 5 4.8%
Year of Experience
1-2 28 27.5%
2-5 31 30.4%
5-8 27 26.5%
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SIIMB

8-10

10-13

>13
Qualification
Master
MS/M Phil
PhD

Post Doc

Questionnaire filled by University Nature

Public
Private
Gender
Male
Female
Age
<25
25-30
30-35
35-40
40-45
45-50

>50

49

36

15

56

46

70

32

29

24

18

17

7.8%

3.9%

3.9%

48.0%

35.3%

14.7%

2%

54.9%

45.1%

68.6%

31.4%

5.9%

28.4%

23.5%

17.6%

16.7%

3.9%

3.9%
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4.2.Mean, Standard Deviation and T-Test
The results of Table 3 compared the means of variables through independent t-test. Insignificant
difference was found of job satisfaction (t = -.083, df = 100, p>0.05) between academic professionals
working under private and public sector universities of Pakistan. This indicates that the job
satisfaction level of public and private sector academic professionals of Pakistan is same.

Table 3. T-Test

Variables Academic Professional N  Mean SD t-value df  Sig (2-tailed)

JS Public 56 330 1439 -083 100 .935
Private 46 333 1.301

T&D Public 56 321 1358 -169 100 .866
Private 46 3.26 1405

PA Public 56 341 1437 -319 100 .751
Private 46 350 1.378

CP Public 56 348 1348 -1.580 100 .124
Private 46 3.87 1.128

C Public 56 3.20 1445 -1412 100 .164
Private 46 359 1.343

Similarly insignificant differences were found on the variables of Training & development (t = -.169,
df = 100, p>0.05), performance appraisal (t = -.319, df = 100, p>0.05), career planning (t = -1.580, df
= 100, p>0.05), and compensation (t = -1.445, df = 100, p>0.05), between academic professionals
working under private and public sector universities of Pakistan. The results revealed that HRM
practices (training & development, performance appraisal, career planning, and compensation) of
public and private sector universities of Pakistan are not different.

4.3.Correlation
Table 4 shows correlation between dependent and independent variables. It can be seen that the
correlation between training & development and job satisfaction is significant. Pearson value .365*
is significant at .05 level. The correlation between performance appraisal and job satisfaction is
significant (.692**) at .01 level. The correlation between career planning and job satisfaction is
significant (.520%) significant at .05 level. The correlation between compensation and job satisfaction
is significant (.719**) at .01 level.
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Table 4 Correlation Matrix

TD JS PA CP Cc
TD Pearson Correlation
Significance
N S
JS Pearson Correlation .365*
Significance .000
N 102 L
PA Pearson Correlation A442%* 692**
Significance 000 .000
N 102 102 .
CP Pearson Correlation .630** .520* .607**
Significance .000 .000 .000
N 102 102 102 L
C Pearson Correlation 493** 719** 736** .580**
Significance .000 .000 .000 .000
N 102 102 102 102

*Correlation is significant at 0.05 levels.
**Correlation is significant at 0.01 levels.

4.4.Regression
Table 5 represents the Regression coefficient ‘R’ = .763 or 76.3% which means that relationship
between dependent variable (job satisfaction) and independent variables (training & development,
career planning, performance appraisal and compensation) is positive. The coefficient of
determination ‘R?” = 0.581 show that 58.1% of variation in job satisfaction is explained by training
& development, career planning, performance appraisal and compensation.
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Table 5 Regression model summery

Model R R Square Adj. R Square Std. Error of Estimate

1 .763 .581

0.910

Table 6 shows the ANOVA results of the model. The F-test value is 26.677 and is significant. This
also implies that the association between dependent variable and independent variables is statistical
significant and the regression model is valid. The valid regression model reveals that all independent
variables (training & development, career planning, performance appraisal and compensation) are
showing a positive and significant relationship with job satisfaction (dependent variable). The result
is significant therefore alternative hypothesis will be accepted that is: HRM practices have positively

and significantly association with job satisfaction.

Table 6. ANOVA

Model Sum of Squares Mean Square Sig
1 Regression  110.460 22.092 .000
Residual 79.501 .828

Total 189.961

a. Predictors: training & development, career planning, performance appraisal,

and compensation

b. Dependent variable: job satisfaction

Table 7 shows coefficient results of training & development, career planning, performance appraisal,

and compensation.

Table7. Coefficients

Model Unstandardized Beta Coefficient Std. Error ~ Std. Coefficient Beta T Sig
1 (Constant) 0.512 0.298 1.718 0.089
T&D 0.170 0.181 0.170 0.938 0.351
PA 0.327** 0.102 0.335 3.218 0.002
CpP 0.105 0.106 0.096 0.998 0.326
C 0.436** 0.100 0.447 4.360 0.000
a. *Significant level is 0.05
b. ** Significant level is .01
c. Dependent Variable is Job Satisfaction
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In the above table, the regression coefficient for training and development of the academic
professionals is (B = .170. This implies that one percent increase in training and development
results in 17% increase in job satisfaction level if other variables are kept controlled. The T-test
value is 0.938 which is insignificant at .351. This demonstrates that the relationship between training
and development of academic professionals and job satisfaction is positive and insignificant but
overall regression model is valid. So the hypothesis 1* (Training and development has positive and
significant effect on job satisfaction of academic professionals) is rejected because training and
development has insignificant effect of job satisfaction.

The regression coefficient for performance appraisal of the academic professionals (B =.335**
which reveals that one percent increase in performance appraisal will result in 33.5% increase in job
satisfaction level if other variables are kept controlled. The T-test value is 3.218 which significant at
.002. This shows that the relationship between performance appraisal of academic professionals and
job satisfaction is positive and significant and overall regression model is valid. So the hypothesis 2"
(performance appraisal has positive and significant effect on job satisfaction of academic
professionals) is accepted because performance appraisal has positive and significant effect on job
satisfaction of academic professional.

The regression coefficient for career planning of the academic professionals is (B3 =.105. This
means that one percent increase in career planning will result in 10.5% increase in job satisfaction
level if other variables are kept controlled. The T-test value is 0.998 which insignificant at .326
because significance level is less than .05. It implies that the relationship between career planning of
academic professionals and job satisfaction is positive and insignificant and overall regression model
is valid. So the hypothesis 3 (career planning has positive and significant effect on job satisfaction
of academic professional) is rejected because career planning has insignificant effect on job
satisfaction.

The regression coefficient for compensation of the academic professionals is (B4 =.436. This reveals
that one percent increase in compensation will increase job satisfaction level by 43.6%. The T-test
value is 4.360 which is significant at .000. That shows that the relationship between compensation of
academic professionals and job satisfaction is positive and significant and overall regression model is
valid. So hypothesis 4" (compensation has positive and significant effect on job satisfaction of
academic professionals) is accepted because compensation has positive and significant effect on job
satisfaction.

5. Conclusion

This study has explored the relationship between HRM practices and job satisfaction of academic
professional in public and private universities of Pakistan. Linear regression model was used in this
study that demonstrated the overall effect of variable and data was collected from faculty members
of four (two public and two private) different universities of Pakistan.

It has been found that HRM practices are much important for job satisfaction of academic
professional. Although motivational factors, institutional structure and job description impact on job
satisfaction but HRM practices have clear importance in recent context. The investigation was found
inconsistent with assertion that HRM practice and job satisfaction do differ in public and private
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universities. The potential reason for insignificant difference in public and private universities is the
operational execution of HRM practices. Although the institutional environment seems different but
the HRM practices, their execution, implementation and resulting outcomes are same.

The two HRM practices, performance appraisal and compensation, are significantly related with job
satisfaction. Hence performance appraisal and compensation are important determinant of job
satisfaction of academic professional in public and private universities of Pakistan. The management
of universities in Pakistan should give considerable emphasis on performance appraisal and
periodically performance appraisal should be conducted. Promotion, incentives, recognition and
appreciation should be performance based. Second, compensations have significant and prominent
determinant of academic professional’s job satisfaction. Competitive salary packages, periodic
increment, and additional benefits (medical insurance, house allowance, child education support)
leveraged academic professional’s job satisfaction. Future work should increase the sample size by
collecting data from different universities. Cross-cultural and longitudinal research can also provide
us a unigue insight between different culture and over time changes.
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Appendix 1: Questionnaire
HUMAN RESOURCE MANAGEMENT (HRM) PRACTICES

Note: A number of statements dealing about various aspects of Human Resource Management
practices in your university are given below. Please indicate the extent to which each statement
describes your university using the following:

SA | Strongly Agree

A | Agree
N | Neutral
D | Disagree

SD | Strongly Disagree

1. Job Satisfaction

Management trust in me, satisfy me on my job

Useful and important work satisfy me on my job

The work | do on this job is very meaningful to me

| feel a very high degree of personal responsibility for the work I do on this job

| feel a great sense of personal satisfaction when | do my job well

By doing work here; | feel a sense of achievement in my career

| feel satisfied and happy when I discover that | have performed well on this job
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2. Training and Development

Our university conducts extensive training programs for its faculty in all aspects of
quality

Faculty in each job normally go through training programs every year

Training needs are identified through a formal performance appraisal mechanism

There are formal training programs to teach new faculty member, the skills they need to
perform their jobs

New knowledge and skills are provided to faculty periodically to done their work in
university

Training needs identified are realistic, useful and based on the business strategy of the
university

3. Performance Appraisal

Performance of the faculty is measured on the basis of objective quantifiable results

Appraisal system in our university is growth and development oriented

Faculty are provided performance based feedback and counseling

Faculty have faith in the performance appraisal system

Appraisal system has a strong influence on individual behavior

The appraisal data is used for making decisions like job rotation, training and
compensation

The objectives of the appraisal system are clear to all faculty
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4. Career Planning

Individuals in this university have clear career paths

Employee’s career aspirations within the university are known by his/ her immediate
superior

Faculty in our university have more than one potential position for promotion

Individual and university growth needs are matched in this university

Our university plans for the career and development of faculty

Our university prefers an internal employee whenever a vacancy exists

Each employee is aware of his/her career path in the university

5. Compensation

Job performance is an important factor in determining the incentive compensation of
faculty

In our university, salary and other benefits are comparable to the market

In our university, compensation is decided on the basis of competence or ability of the
employee

The compensation for all faculty is directly linked to his/her performance

In our university, recognition is used as a mechanism to appreciate higher performance
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Any Other Opinion Related to this Topic:

Demographics

Name (Optional)

Designation:

Year of Experience in this University: ~ 0-2,  2-5,
Qualification: Master,
University Nature: (please tick one) Public
Gender: Male

Age:

Thank you for your time

Best Regard,

Ali Ahmad
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1. Introduction

According to standard Finance, all the rational investors want to diversify the unsystematic risk a
part of their investment, by portfolio formation. Hence investors successfully can get rid of
diversifiable risk but there have always been some assumption taken in standard finance models,
which should never be relaxed in order to get results according to standard finance theories. As the
modern portfolio theory which states that rational investor will always make a portfolio that will lay
on efficient frontier but this is again assumptions based. Implementation for standard finance can
never bring the required results until and unless the pre described assumptions do not hold. So
violation of one assumption can lead to unexpected results. These proposed discrepancies are the
result of human element the (actual decision makers”) omission in standard finance.

Standard finance can disseminate information but the human cognitive abilities will process and
covert this information according to their frame of references that will strongly affect investor’s
financial choices.

Despite the greater advantages of international diversification, investors prefer to invest in local
equity, in international finance this term is referred as “Home Equity Bias”.

This behavioral stand point is supported by various previous studies as Coval and Moskowitz (1999)
found international markets investors strongly prefer domestic equities even over the gains of
international diversification by virtually ignoring foreign opportunities

This study is supposed to serve three objectives, first Home bias is the results of certain costs taxes,
transactions cost, inflation risk, exchange rate risk, government rules & regulations, limited
information, time difference. Second or this is biased behavior of investor towards their home
country equity. Third to incorporate political instability and its linkage with home bias in a country
like Pakistan that is highly exposed to political insatiability shocks since its establishment.

Theoretical base suggests that it is a tendency for investors to invest in a large amount of domestic
equities, despite the purported benefits of diversifying into foreign equities. This bias is believed to
have arisen as a result of the extra difficulties associated with investing in foreign equities, such as
legal restrictions and additional transaction costs.

Moreover here are certain problems associated with home bias puzzle like inefficient portfolio
allocation .This phenomenon is completely against diversification theory, in the light of previous
researches home bias is also explained with support of certain investment barriers including foreign
taxes, high transaction cost foreign and local government restrictions. But investor strong inclination
and preference towards home equity remains constant after a remarkable diminish in restrictions.

The study that is quite important in Pakistani perspective as this is a developing country where the
stock exchanges are of not level of developed countries and where there high political risk in terms
of instability is available. so investor can become well off by making a portfolio that is made by
foreign diversification.
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The rest of this paper proceeds as follows. Section 2 briefly explains previous work done on this
topic in the shape of literature review. Section 3 motivates the research methodology and explains
the measurement of foreign diversification. Section 4 provides results of various statistical tests.
Section 5 concludes.

2. Literature Review

Financial theory advocates greater benefits of international equity diversification. Many authors
including Solnik (1974), French and Poterba (1991), Tesar and Werner (1995), Lewis (2007) and
Coeurdacier and Gourinchas (2013) have emphasis low risk and high returns of international
diversification. Theoretical model put forwarded by Michaelides (2005) also suggest that investors
may be better off to diversify its investment in foreign equity to avoid income shocks leading to low
domestic returns.

Despite the greater advantages of international diversification, investors prefer to invest in local
equity, in international finance this term is referred as “Home Equity Bias”.

Many authors have worked upon various empirical explanations for Home Equity Bias and tried to
solve this puzzle by taking different market frictions such as taxes, transactions cost, inflation risk,
exchange rate risk, government rules & regulations, limited information and time difference.

The studies of Black (1974), Stulz (1981), and Lewis (2007) tried to explain the Home Equity Bias
in the light of tax discrepancies by suggesting that investors may have to bear additional
transactional cost of holding foreign equity due to taxes. Further Cooper and Kaplanis (1994) added
that the investors prefer local equity as it provides hedge against inflation. Kang & Stulz (1995) and
Stulz & Wasserfallen (1995) highlighted the institutional policies, rule and regulation could be the
reason for local investment preference. But, these arguments were negated by Tesar and Werner
(1995) work, who found that the foreign equity has higher turnover rate compared to local equity.

Moreover French and Poterba (1990) studied the pattern of holding Japanese and U.S. stocks and
come up with a conclusion that there was very little international diversification in Both Japanese
and U.S investors portfolios and this was the result of Home bias phenomenon as here benefits of
going global in terms of higher returns were quite greater than its costs .

French and Poterba (1991) further extended their work and presented model which shows that the
investors perceive higher expected returns in local market than in foreign market. It is investor’s
choice which play influential role in investment decision in Local equity rather than institutional
factors. With regard to preference of local equity investment over foreigner one Frankel (1993)
suggested that the local investor perceive investment in their local currency less risky than foreign
currency.

The Home Bias Puzzle was moreover explored by Bellah and Sendi (2010) Lane and Milesi-ferretti
(2003) and Karlsson and Nordén (2007) who tried to explain the home equity bias on the basis of
international asset pricing models by taking into account the factors such as exchange rate risk,
inflation risk, taxes, transactions costs, human capital, market restrictions and asymmetric
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information. They conclude these factors don’t contribute a lot in investment diversification
decision. The study argued that the investors are subject to behavioral biases when making
diversification decision.

Standard Finance model suggest that home equity bias could be explained through information
asymmetries. The studies of Bernnan and Cao (1997) Boyle, Uppal and Wang (2003) and Jeske
(2001) incorporated Information asymmetries as probable cause for home equity bias and suggested
that if investors are ambiguous about the returns on international portfolio they will not diversify and
invest in local stocks hence informational dissimilarities between local and foreign investors will
path away for Home equity bias.

Ahearne and Warnock (2004) also recommended information costs as an indirect barrier to
international investment that owe to the poor quality and low credibility of financial information in
many countries. Nieuwerburgh and Veldkamp (2007) criticize information-based models of the
home bias and argue that if local investors have limited information about foreign market then they
should acquire information and reduce uncertainty. Coval (2000) and Evans and Lyons (2004)
oppose it by their studies where they found that despite greater availability of information investor
still prefer to invest in local equity.

Hau (2000) examined the role of informational asymmetries across and location of investor in home
equity bias and found that both factors do play a role in home equity bias.

Benigno and Nistico (2009) were the authors who suggested that home equity bias is based on
exchange rate risk and ambiguity aversion. In addition Bentabet and Fetni (2013) presented the
currency index capital asset pricing model in presence of shadow costs of incomplete information

Kang and Stulz (1997) tried to explain home bias with respect to size of firms and they found foreign
investors are strongly biased against small firms and due to this prefer to invest in large firms. Coval
and Moskowitz (1999) contributed that U.S. investment managers’ exhibit a strong preference for
locally headquartered firms, particularly small, highly levered firms that produce nontrade goods.

Christelis, Jappeli, Padula (2007) studied about the relationship between cognitive abilities on
holding of local stocks. They conclude that it is information constraints which prevent investors from
diversification rather features of preferences or psychological traits

On the other hand some studies suggest that home equity bias is reducing as Amadi (2004),
Coeurdacier and Rey (2011) suggested that due to factors like free trade, globalization, easily
availability of information through internet and mutual funds markets have significantly reduced the
home equity bias.

Recent studies indicate that information and transaction costs can be reduced through enhanced
financial integration, which in turn significantly reduce equity home bias. Baele et al. (2007) and
Sorensen et al. (2007) suggested that investors can trade assets and equities freely at lower cost as
capital markets are increasing becoming more globally integrated, Furthermore, developing
economic and financial integration would reduce information asymmetry between local and foreign
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investors, resulting in reduction of equity home bias. Baele et al. (2007) tested this hypothesis and
identified that there is considerable decline in equity home bias of countries that are more financially
integrated and linked with each other. Mondria and Wu (2010) developed a theoretical model and
argued that with inadequate information and decreases in financial openness there is increase in
home bias. They showed that at initially stage of financial liberalization local investors have more
information about local market compared to foreign market and they prefer to invest local market
resulting in increase in home bias. However, as local investors receive more information about
foreign assets in advance stage of financial liberalization, local investors invest more internationally
so home bias declines. Bekaert and Wang (2009) showed that familiarity and information factors,
along with degree of capital market openness are crucial in explaining home bias as well as foreign
bias. We have selected financial integration factor in our study due to fact that most of the literature
dealing with financial integration impact on home bias has been largely limited to advanced and
developed economies of Europe and United States.

Literature also suggests that the better regulatory quality significantly reduces equity home bias.
Baele et al. (2007), Bekaert and Wang (2009), and Jochem and Volz (2011) have found that those
countries which has strong rule of law, better protection for shareholder, and minimal corruption
tends to reflect lower equity home bias.

Notable progress on home bias issue that also serve our this study area of research in a developing
country like Pakistan was made by Alam, Arshad and Dr.Shah (2012) who studied the data of
foreign diversification of nine developed nations and found that home equity bias has reduced due to
trade openness and easily available data.

Area of research for this paper would be to analyze the role is to search out positive link between
political instability and foreign diversification by incorporating different measures of accessing
political instability country.

3. Data and Methodology

This is secondary data based study which is aimed to investigate how much investors are biased
towards home equity and investigate the influence of various factors on foreign diversification. For
this regard 21 emerging countries Argentina, Brazil Bulgaria, Chile, China, Colombia, Estonia,
Hungary, India, Indonesia, Malaysia, Mexico, Pakistan, Philippines, Poland, Romania, Russia, South
Africa, Thailand, Turkey and Ukraine data consist of ten years’ time span and ranges from 2003-
2012 is taken. Sample was derived on the basis of the International Monetary Fund (IMF)
categorization of countries labeled as "emerging economies"”. Proposed factors of the study are
country market share of world capitalization, the difference between local market indexes return and
world market index return, portion of export and import in gross domestic product (GDP),
information available to investors, emerging markets share in world capitalization, country political
insatiability (risk), regulatory quality of country, financial integration of local and global market and
variation in exchange rate of country.
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Foreign Diversification is the dependent variable of the study that is calculated by using following
equation:

Equation 1
FEA, ¢

SMCAP,  + FEA, — FELy,

Foreign diversification of a country, FD =

Where;

SMCAP ,; = Stock market capitalization of a country x at time t
FEA« = Foreign equity assets held by a country x at time t
FEL,, = Foreign equity liabilities held by a country x at time t

Equation (1) provides the details about each country foreign diversification. Higher value of the
foreign diversification reflects that the inventors of particular country are investing in other country
equities. Whereas, lower values of foreign diversification reflect the home equity bias attitude of
investors of particular country.

Empirical specification: After calculating the foreign diversification position of each country, we
conducted panel data analysis to identify what factors are crucial for explaining the home equity
bias. We used equation (2) to run the panel data regression.

Equation 2
FD,. = a+ BMWCAP, + fRDWLI, + B3SIEGDP,  + p4INFO, ; + BsSEMCAP; +

BePly: + B7RQx ¢ + BgFlyt + BoERVy r + &5
Where,

MWCAP,, represents the market share of world capitalization of country, according to capital asset
pricing model investors are required to diversify their portfolio with respect to country’s world
market capitalization share. Hence this factor should have significant relationship with foreign
diversification.

RDWLI, represents difference between the world market index and returns (annual) of local market
index. The investors’ foreign diversification is based on performance of foreign market so as foreign
market performance increases likewise the foreign diversification. This is the variable that helps out
for checking mindset of investor that either change in market returns also brings change in trend of
foreign investment or leave it as it is.

Equation 3
RDWLI, = Local Market Returns — World Market Returns

SIEGDP;; represents the share of imports and exports share in Gross Domestic Product (GDP). This
variable is used to measure the willingness of investor for foreign portfolio investment so it
possesses a significant effect on foreign diversification.

SIIMB ISSN: 2313-1217 © 2014 Sukkur Institute of Business Administration Vol: 1| Oct 14
45



Ume Salma et al. / Home Equity Bias

Equation 4
SIEGDPy; = 0.5 [Import + Export] / GDP

INFO ,; is abbreviated for Information. It is regarded as quite influential factor that hinder or
accelerate foreign diversification. Information availability is measured with the help of proxy of
number of internet users at a country x at time t.

SEMCAP,, represents share of emerging markets in the world capitalization, this is time variant
variable used to identify the role of emerging markets in foreign diversification.

Pl represents Political Instability (Risk) of any country ,at time . is taken as independent variable as
the political environment of country can influence the investment decision of the investors.

RQ: indicates regulatory quality index captures perceptions about government ability to formulate
and implement comprehensive policies and regulations that promote development of private sector.
It includes regulatory perception measures on transparency in financial institutions, access to capital
markets, bank regulation, and legal framework.

Fl. represents Financial Integration. This independent variable measures the regional and global
financial integration. Higher level of financial integration reduces transaction and information cost
which in turn reduces the home equity bias. Financial Integration is measured through the Chinn-Ito
index (KAOPEN 2006)

ERV,, represents Exchange Rate Variation. It measures the fluctuations in nominal exchange rate of
any country. Exchange rate volatility may increase the trading cost and reduce return therefore it is
very important to understand the impact of exchange rate fluctuations on foreign diversification.

Data of Foreign equity holdings is taken from (IMF) international monetary fund’s data mine. Data
of Gross Domestic product (GDP), imports, exports and country wise market capitalization and
nominal exchange rate is taken from the database of World Bank World development Indicator
(WDI). World market capitalization data is collected from website indexmundi.com. Local and
world market returns data is collected from Morgan Stanley Capital International (MSCI) indexes.

Internet user data was collected from international telecommunications Union year book statistics.
Political risk and Regulation Quality data was collected from the World Governance Indicators
Guide of International Country Risk (PRS). Financial Integration Data is collected from Dr. Hiro
(Hiroyuki) Ito personal website.

4. Results
Foreign Diversification Results

We have measured the foreign diversification of each country with the help of equation (1). The
calculation of foreign diversification of 21 countries for the period 2003 to 2012 is shown in Table 1.
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Table 1 Foreign Diversification
Country 2003 | 2004 | 2005 | 2006 | 2007 | 2008 | 2009 | 2010 | 2011 | 2012

1 | Argentina 169 | 16.0 | 139 |13.2 | 154 | 13.7 | 19.2 | 146 | 20.8 | 26.3

2 | Brazil 14 |09 |07 |07 |06 |10 |10 |12 |18 |14

3 | Bulgaria 01 (06 |05 |17 |20 |22 |71 |104 |61 |91

4 | Chile 115 | 122 | 150 | 21.0 | 242 | 21.3 | 26.7 | 22.6 | 23.4 | 24.5

5 | China 208 | 274 (259 | 133 |80 |95 |95 |115 |133 |152

6 | Colombia 53 |23 |22 |28 |23 |19 |34 |29 |37 |29

7 | Estonia 6.0 |10.2 [28.9 |28.8 |42.7 |45.2 | 427 |59.2 | 70.7 | 63.3

8 | Hungary 33 |63 (94 |182 | 220 | 343 |36.7 | 39.7 | 36.8 | 33.8

9 | India 00 (00 |00 |0OO |01 |02 |01 (01 |01 |O1

10 | Indonesia 00 (01 (01 |03 (05 |06 |06 |03 |04 |05

11 | Malaysia 06 (06 |10 |18 |34 |67 |84 |66 |72 |74

12 | Mexico 05 (22 |19 |22 |13 |11 |07 |05 |07 |03

13 | Pakistan 04 |04 (08 |05 |05 |05 |03 |03 |04 |04

14 | Philippines |08 |07 |03 |02 |02 |01 |00 |00 |00 |00

15 | Poland 07 (12 |21 |40 |63 |54 |60 |61 |59 |60

16 | Romania 02 |03 (09 |19 |22 |40 |20 |25 |49 |81

17 | Russia 00 (01 |01 |01 |03 |08 |03 |05 |08 |07

18 | South Africa | 13.8 | 9.6 |108 |93 |86 |11.8 |128 |194 |22.7 |23.0

19 | Thailand 04 (07 |10 |16 |22 |27 |33 |21 |27 |23

20 | Turkey 61 (01 |01 |01 |OO |01 |01 (01 |02 |01

21 | Ukraine 03 |02 (02 |01 (01 |O1 |03 |01 |01 |01
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Table 1 indicated that almost all countries show increasing trend in foreign diversification. For the
ease of analysis results of from 2003 to 2012 were averaged and plotted in Graph 1

Graph 1
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Graph 1 shows the increasing trend in foreign diversifications of countries. However, this increase is
still not significant enough to conclude that the home equity bias is eliminated. Country wise average

results are plotted in Graph 2.
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Results in graph 2 depicts that Estonia has highest foreign diversification percentage of 39.8% where
as India has lowest percentage of 0.1%. Graph 2 further indicates only six countries South Africa,
China, Argentina, Chile, Hungry and Estonia has more 10% portfolios internationally diversified.
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While the other fifteen countries show below than 5% international diversification, it means that
most of the countries invest locally and they are biased towards foreign equity.

Summary Statistics is given in table 2:

Table 2 Summary Statistic

Varaibles | Observations | Mean Maximum | Minimum | Std. Dev.

FD 210 0.073762 | 0.707000 | 0.000000 | 0.119287
MWCAP | 210 0.791567 | 10.56900 | 0.003000 | 1.528789
RDWLI 210 -354.3992 | 5780.030 | -1503.889 | 1161.491
SIEGDP 210 40.10585 | 105.1869 | 11.05915 | 22.84205
INFO 210 28.30242 | 79.00000 | 1.686000 | 19.68365
SEMCAP | 210 17.87881 | 21.25707 | 13.82118 | 2.557135
PI 210 0.692523 | 0.901515 | 0.405303 | 0.090295
RQ 210 0.709333 | 1.000000 | 0.270000 | 0.152015
Fl 210 0.188269 | 2.439009 | -1.863972 | 1.328095
ERV 210 -0.33071 47.91900 | -28.233 8.856412

Summary statistics reflects raw data results. Variables are defined as under:

FD Foreign Diversification

MWCAP Market to World Capitalization
RDWLI Local minus World returns
SIEGDP Share of Export & Import in GDP
INFO Information

SEMCAP Share of Emerging markets in World Market
Capitalization

Pl Political Instability

RQ Regulation Quality

Fl Financial Integration

ERV Exchange rate Variation

Table 2 shows the mean, minimum and maximum values and standard deviation of each variable.
Mean value of Foreign Diversification is 0.073 which suggest overall low foreign diversification.
Similarly negative mean values of Local to World market returns and Exchange rate volatility reflect
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that local market return are lower than world market and there is high exchange rate volatility in
countries.

4.1.Panel Data Results

We used panel data regression on 21 countries balanced data from 2003 to 2012 to identify which
factors have important role in explaining foreign diversification.

We conducted Hausman test on balanced panel data to check whether to use fixed effect or Random
effect model. Hausman test showed that cross-section results are insignificant and probability value
is above level of 0.05. On basis of Hausman test results, we used random cross-section and random
period. Results of Panel data analysis with random effect are given in table 3.

Table 3 Panel Data Analysis

RANDOM EFFECT PANEL REGRESSION RESULTS
Variables Coefficient t-Statistic Prob.
CONSTANT | -0.068365 -0.730950 | 0.4657
MWCAP -0.024863 -5.118130 | 0.0000
RDWLI -0.000135 -1.770596 | 0.0782
SIEGDP 0.001853 2.824955 | 0.0052
INFO 0.002032 4.110402 0.0001
SEMCAP 0.004105 1.791808 0.0747
Pl -0.008371 -0.103847 | 0.9174
RQ -0.058024 -1.115428 | 0.2660
Fl -0.005747 -0.804351 | 0.4221
ERV 0.000372 0.831864 | 0.4065
R2 = 0.358

Variables are defined as under:

FD Foreign Diversification

MWCAP Market to World Capitalization

RDWLI Local minus World returns

SIEGDP Share of Export & Import in GDP

INFO Information
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SEMCAP Share of Emerging markets in World Market
Capitalization

Pl Political Instability

RQ Regulation Quality

FI Financial Integration

ERV Exchange rate Variation

In table 3, results of panel regression with random effect model suggest that three variables, local
market capitalization share of world market capitalization (MWCAP), share of Import and Export in
GDP (SIEGDP) and information (INFO) play an important role in foreign diversification as well as
in investor decision making.

Local market capitalization share in world market capitalization (MWCAP) results indicates
interesting facts. Since coefficient of MWCAP variable is negative, which indicates negative
relationship between MWCAP and foreign diversification. It means higher the local market share of
world market capitalization lower the foreign diversification. One possible explanation of this
negative relationship could be derived from the fact that since investors of those countries having
bigger share in world capitalization do not perceive additional benefit to international diversify
because their country market is strong and major player in world market and therefore they prefer to
invest locally which in turn reflect as home equity bias attitude of investors.

Share of Import and Export in GDP (SIEGDP) and information (INFO) has positive coefficients
which indicate positive relationship with foreign diversification. Higher the information available to
investor more they will invest internationally. Similarly, more trade friendly policies country applies
more investors will be willing to invest internationally.

Results about trade openness are consistent with previous studies that it boosts the foreign
diversification. Hence study’s hypothesized reasons for increment in foreign diversification is
supported and justified. Accordingly as long as an economy is open it will pave the way for foreign
diversified investment and became an attractive feature for foreign investment.

Information factor is not a supporting icon for foreign diversification is affected by, hence became
insignificant over here, acceptability of investment is not only possible due to information
availability. These findings are consistent with Brannan and Cao (1997) and Ahearne , Griever and
Warnock (2004) studies.

Negative values of coefficient of country political risk, difference of local and world market return,
regulation quality and Financial Integration indicate that investors sensitivity towards perceived
country political situation, rules and regulation, financial structure and return of country’s market but
there no linkage have been observed between these variables and foreign diversification

5. Conclusion

The aim of this study was to explore the potential influential factors that affect and modify investors’
attitude towards foreign investment than investing domestically. While taking in account 21
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developing counties for the period of 10 years we observed upward trend in foreign investment. But
there still majority of sample countries have very low level of foreign diversification which indicated
that investor still prefer to invest in their local equities which results home equity bias attitude.

To further analyze the potential influential factors behind the home bias attitude we applied panel
data random effect model on nine variables, Market to World Capitalization, Local minus World
returns, Share of Export & Import in GDP, Information, Share of Emerging markets in World
Market Capitalization, Political Instability, Regulation Quality, Financial Integration and Exchange
rate Variation.

On the basis of accumulated results we came with a conclusion that local market share in world
capitalization, Information available to investors and trade openness are significant factors which
influences the foreign diversification. Even though variables like Political factor, Regulation
Quality, financial Integration and difference between local and world return do not display
significant relationship with the foreign diversification but their negative coefficient value reflect
investor’s sensitivity towards these factors. This study is consistent with the study of Alam, Arshad
and Shah (2012) with a difference and their suggested future research area of analyzing political
instability (risk) effect is insignificant as per study’s results. Conclusively this study summarizes
home bias is diminishing and investor prefer to invest internationally.

Future research may incorporate time variation in trading hours on foreign investment and home
biasness and try to find out its linkage with home investment.
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1. Introduction

After one decade of entering into the 21® century the importance of academic research is forever on
an increase internationally as well in developing nations. Research is now being encouraged in every
field whether it is the social sciences or pure sciences.

This paper attempts to study the type of research being done in the area of Agency Cost. It takes into
account the different methodologies used to study this problem, considering how these
methodologies changed over the years and how researches are done in different areas of the world
differ in their use of methodology.

This research also attempts to look at the publication trends of the research being done in the area of
Agency Cost. It helps us to identify which regions of the world are publishing more research by
academicians and which regions are encouraging researches from practitioners. Also, it helps us
identify how author collaboration is changing over the years in different parts of the world. Another
important aspect studied in this research is the analysis of the disciplines in which the research in
Agency cost is mostly taking place. An analysis based on the ratings of the Journals is also done
where the research on Agency Cost is published, studying the changes over the years and in different
regions of the world.

Generally in publications we do not find a lot of systematic literature reviews in our area of
“Agency Cost”. The type of qualitative research, that is present in this area, other than the
explanation of the theory, is whether this theory should be taught to students or not by discussing its
pros and cons as done by Cohen and Webb (2006) and Heath (2009). Mcdonald (1984) did try to
incorporate the direction that the theory of agency cost was going to take, but did not do any
empirical testing to base his ideas on. Quantitative researches, on the other hand are numerous, but
all are testing the theories of agency cost.

Though this technique of a systematic literature review is being used for other topics in finance, such
as in sustainability reports by Borkoski et al. (2012) and of journals such as Financial Services
Review by Hanna et al. (2011), it is still missing in the area of Agency Cost, or related theories. This
could be probably because a lot of literature research was not encouraged previously. As explained
by Sutton (1997) a lot of qualitative research was to be part of “closet research” and was not
explained in papers as the journals did not encourage publications of articles that had a lot of
gualitative research in them. But the importance of qualitative research exists forever as quantitative
research can only be built upon the proper qualitative basis as explained by Sutton and Staw (1995).
Thus, considering qualitative research as a building block for further research, this paper moves on a
systematic review of the publication trends of the work done in the area of Agency Cost and for this
purpose the technique of content analysis is used, which combines the qualitative research with
guantitative research.

The main research questions that this paper tries to answer are:
1. What are the Publication Trends of journal articles such as authorship and discipline over the

years and regions of the authors?
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2. What are the Methodological trends in the region of author over time?

3. What are the trends in the journals being rated highly and the region where the articles are
researched?

2. Background of Theory of Agency Cost

Agency Problem is a conflict of interest between two parties. The concept of agency cost was first
introduced by Jensen and Meckling (1976). They explained it through the effort required to try and
increase the value of the firm. The increased value would benefit the shareholders while the
managers might want to replace the effort by their own leisure or over-indulgence in company
perquisites. Jensen and Smith (1985) identified three possible areas of conflict between the
management and the shareholders. The first area is the effort required by the management to increase
the value of the firm. Secondly, risky investments would probably increase the returns for
shareholders, as high risks lead to high returns, while the risk for them is minimized because of their
diverse portfolio of investments. On the other hand, the risk would be maximized for the managers
as they are associated with that firm only and the risk of the firm is directly related to them and so
they would not want to take on such a risky investment (Fama, 1980). Even this is directly going to
reduce the value of the firm which will not be good for the shareholders. Thirdly, since the managers
are part of the firm for a shorter time period than the shareholders they would be interested in
investments that would benefit the firm in the near future only and this might not be in the best
interest of the shareholders (Furubotn and Pejovich, 1973; Jensen and Meckling, 1979). Thus, if
managers engage in self-interested behavior, the firm is not going to perform at its optimal level and
this will be against the interests of the shareholders and so the problem of agency is going to arise.

Agency costs most commonly exists in corporations in which owners are separate from management,
but with time the agency theory is also being applied in a number of other cases as well where
principal — agent exists and there might be a conflict in their interests for example in sports as
researched by Atkinson et al. (1988) and McClure and Spector (1997) or drug prescriptions by
physicians as explained by lizuka (2007) . It can also exist in real estate business as explained by
Graff and Web(1997) and also in politics as shown by McGuire and Ohsfeldt (1989), Jensen (2005),
Gailmard et al. (2009) and Leaver(2009).

Thus, this paper will move on to consider all such research in which the agency theory is being
applied in any scenario.

3. Methodology

Content Analysis is a literature review tool that is becoming quite popular because of its contribution
to literature. Botha et al (2011) explain its advantages as “First, it can act as a guide to potential
authors with regards to changes in content, methodology and article length that can help direct their
future publications. Second, the study of historical trends reveals new opportunities for the journals
that have hitherto remained unexplored.” (p.g. 89)

Content Analysis is being used in a lot of areas other than finance. Brereton et al. (2006) introduced
the systematic literature reviews in the domain of software engineering and confirmed them to be as
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important to that field as the literature reviews in medicine would be to theirs. A lot of similar
research is being done in the field of management and marketing, such as Gerhard et al. (2011). Even
in education department Wu et al. (2010) have undertaken such research. Similarly, a systematic
literature review should be as helpful in Finance and Accounting with the progressing developments
in this field. Bisman (2010) stressed on the “postitivist philosophy of critical realism” in which he
explained the role of critical realism in research in accounting as a link between qualitative and
guantitative research.

3.1.Selection of Article / Sample

The database selected for this research is EBSCOHOST, and within it, The Business Source Premier
is taken. “Agency Costs” was the term used to search for all the published articles. The criteria given
was that the articles should be academic articles published in journals. Also the time frame was set
from 1980 till date. This was because the concept of agency cost was first introduced in 1976, so the
substantial research that would be done in the area would start after two to three years. Thus, the
decades in this analysis starts from 1980s. Also, only full text articles were selected so that they
should be completely available for an in-depth analysis.

The search resulted in 341 articles. These articles were shifted to Refworks, a software used for
reference management, which converted these articles in a complete bibliography list in excel. The
list consisted of all the details of the articles such as their title, author, abstract, publication etc.

3.2.Coding
Then a complete coding of the articles took place. The first step of the coding was to code the article
as relevant or not. Since the topic was a broad one and the search was done in the abstract and title
only, most of the articles were relevant. Any article that discussed the problem of Agency costs or
existence of agency costs were considered to be relevant. Articles that were considered to be
irrelevant were the ones that discussed different costs or optimal costs related to different companies
or agencies. Thus, out of 341, 315 articles were found to be relevant.

The second step was to code the articles as being conceptual or empirical and then being qualitative
or quantitative based on the criteria given by Minor et al (1993) and Dangayach and Deshmukh
(2001) in the area of Manufacturing Strategies. Conceptual studies are studies based on secondary
data or working with research already done or theory already built Empirical studies on the other
hand used primary data or interprets or derives certain results.

Creswell (1994) explained quantitative research to be dealing with variables, numbers or statistical
analysis while qualitative research was explained by understanding of something existing through
words, theory etc.

Thus, the research started with four main types of articles as explained by Nakata and Huang (2005)
and Page and Schirr (2008) Conceptual Qualitative and Conceptual Quantitative, Empirical
Qualitative and Empirical Quantitative.
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3.3.Final Sample
The coding of 315 articles resulted in the following:

Overall Sample Empirical

Quantitativ
e, 10%

Conceptual
Quantitativ \
0, . .
e, 40% ‘Conceptual Empirical

Qualitative, ~ Qualitative,
47% 3%

Figure 1: Type of Article

Conceptual Qualitative articles are not considered in this research as they do not have empirical
methodology. The most important segment after that (40%) are those of Conceptual Quantitative
articles and thus this research further moves on to analyze these articles. In marketing research, more
emphasis is on primary data and thus more empirical papers exist. In finance since a lot of numbers
are involved and they come in through secondary sources a greater number of conceptual research
exists. Empirical qualitative and empirical quantitative papers are not being considered because their
weight age is very low in the overall sample and their methodologies are completely different from
that of conceptual papers so the empirical papers cannot be compared with the conceptual papers.

4. Publication Trends

The main aim of this paper is to analyze the research being done in the area of agency cost, and so
the first part of the analysis is to study the trends in the publications of the research being done. All
the aspects being analyzed are being considered over the years and the regions of publications. For
this purpose crosstabs are run under each aspect being considered. The time is taken as the
publication year of the research paper. It is divided into three decades, 1980s, 1990s and 2000s are
till date.

The region is the area that the author is based in. As there are some collaborations between authors,
the analysis will also be covering the two major regions of collaboration, as discussed below. The
region of the authors are primarily being divided into United States of America (USA), Europe, Asia
and Others. Adhikari et al. (2002) in their article divided the regions between US and Non US, but in
this research as Europe, which includes United Kingdom, and Asia also had an important amount of
research being done, were treated as separate regions. The category of others included some work
being done in Australia and Canada. The two main collaborations that were found to take place were
between USA and Europe and Asia and USA. The need for collaboration came in to bring in the
impact of the articles that had authorship collaboration between different countries. Figure 2. shows
that that almost 82% of the articles are single authored while only 16% are multiple authored ( the
remaining 2% data was not available).
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country,
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Single Single country
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82%

Figure 2: Authorship Collaboration

Percentages for all parts are calculated out of the total research done in that time period and/or in that
region.

Figure 3 shows the total counts of the publications in each geographical area over the years. It can be
seen clearly that the research in Asia is gaining strength, especially in 2000s. It is also more than the
work being done in Asia with the collaboration of the USA. If we look at the details of Asia alone,
we find that the major chunk of work being done within Asia is in Korea and Japan with some
research being done in China, Indonesia, Malysia and India. A very interesting conclusion can be

derived from this graph that in the area of agency cost some work was being done in the 1980s in
Asia but nothing was published in Europe during that time.
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Figure 3: Total Studies done region wise over the years

4.1. Authorship

Authorship can be analyzed from two different aspects. The first is the type of authors. Whether the
authors belong to the academic fields are they practitioners or is there a collaboration between the

two. The second is the number of authors of a paper according to work being done in different
regions over the years.

Figure 4 helps us analyze the type of authors. We can see that it is mostly the academicians who are
working more in this area in all regions. The practitioners are working independently or in
collaboration more in the USA. The reason for this could be because firstly we are considering
academic research published in academic journals only so the contribution by the practitioners might
be less. Another reason is that almost all the practitioners belonged to the World Bank or companies
existing in America making it easier for them to contribute to the journals in USA.
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An Interesting finding is that in 2000s the trend of collaboration between the academicians and
practitioners is almost nil in USA, even though it was around 5% in 1980s and 1990s, but
practitioners in USA are contributing through collaboration with Asian writers in 2000s. this could
probably be because as it was seen previously, major part of research is being done by academicians
is in Asia while majority of practitioners are from USA, thus their collaboration is created.

70

60 +

50 + )

40 -+ — Academics

30 +—

20 +— .

M Practioners

10 +— — —

0 -
| | | 1 1 | | 1 1 | | 1] 1 | | 1 1 | .
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Europe

Figure 4: Authorship Type region wise over the years.

Figure 5 explains the trend of the number of authors over the years in different regions. The
percentage represents the amount out of the total work done in that region during the time. In the
1990s, almost all the research being done in Asia was single authored which shifted in 2000s to two
and three authors as well. Very interestingly, in USA single authored research is the lowest in all
years (and two authors highest) while in Europe the single authored research is the highest in 1990s
and 2000s. In other countries the trend has shifted from 100% single authored research to 100% three
authored research. The reason for the increasing number of authors could be to try and bring in more
specialized people (in their fields) together in a research to make it more versatile.

100% -
90% -
80% -
70% -
60% - )
50% - B Single Author
40% -
30% - B Two Author
20% A
10% - Three Author
0% -
3 Four Author
(<)
(o)}
-
USA Europe Asia Others USA- Asia-USA
Europe
Figure 5: Number of Authors region wise over the years
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4.2.Journals
Analysis on the research being published is also done on the basis of the type of journals this
research is published in. For this purpose the journals are divided upon the basis of their ratings.
These ratings are made on the basis of Anne Wil Harzing’s complied list. From the list the rating by
Australian Business Deans Council (ABCD 2012) is considered. This lists divides the journals in
four categories A*, A, B C.

Figure 6 helps us analyze the trend of publications in different journals. A very interesting finding of
this part is that a major percentage of articles published by Asian authors are in the top tier (A*)
journals in the 2000s (around 40%) against contrary believe that it is very difficult for
Asians(Koreans, Japanese, Chinese etc) to get their research published in good journals. This is also
a complete shift from 1990s when 100% research was being published in C rated Journals.
Interestingly in USA, the trend shifted from A* journals, as in 2000s a lesser amount of articles are
being published in those journals (from 50% to almost 30%) and publication in A category journals
increasing. A* journals preferred most articles from a collaboration of Asian and American writers in
1990s and 2000s. For authors from Europe, A class journals were the highest publishers in 2000s and
1990s.
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60% - — mA
40% =
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200 gt B
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Figure 6: Journal Ratings for publications region wise over the years

4.3.Discipline
Another important area for analysis is the disciple in which Agency cost is studied most. As
explained earlier, it exists mostly in corporations so the area of research should be Finance or
accounting. But, as explained previously, the theory of Agency Cost is also being applied in a
number of other real life scenarios. Thus, studying the discipline of research would enable us to learn
about its application in other disciplines.

Figure 7 helps the analyses of the discipline in which the concept of Agency Cost is studied the most.
As hypothesized, Agency Cost does belong to the area of Finance & Accounting but surprisingly, it
is also being applied to the area of Economics. In Asia, all the research done in 1990s in agency cost
was in the discipline of Economics. Even in 2000s, it is mostly in Economics but is gaining strength
in the discipline of marketing as the area of marketing is also developing. In the developed nations,
like USA and Europe, the theory is also moving in other disciplines such as General and Strategy
and Entrepreneurship. Thus, it is not a topic of Finance and Accounting alone anymore.
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Figure 7: Disciple of Journal of publication Region wise over the years

5. Methodological Advancements

Another important analysis to be done in this research paper is to study the advances in different
methodologies used in the research being done in the area of Agency Cost. For this purpose the
researcher will be looking at two aspects simultaneously, where required. One will be the different
methods used in the last three decades and the other will again be the trend in methodological
advancements over time in different regions. For this section the collaborations of the authors have
not been separated but are part of the total research being done in each region.

5.1.Research Design
The most common method of research used worldwide is modeling (as shown in figure 8) and it has
been so over the years, followed by simple statistical techniques.

70% -
60% -
0% | B Modelling (M)
40% - M Event Study (E)
30% - Mathematical Equation(EQ)
20% - B Statistical Techniques(S)
10% - . _ ) B Non Parametric Tests(N)
0% : = . A \7

2000- 1990- 1980-

Figure 8: Research Design over the years

In the modeling methodology, a model is estimated and then it is run on the data collected to be
tested. This research has identified a number of other research designs and their increased trend of
usage. Some papers were found to use the event study research design while some were found to be
estimating Mathematical equations. Usage of Event studies has increased a bit in 2000s while that of
Mathematical Equations is found to be diminishing over the years. Some papers were also found to
be using only simple statistics to prove their point, but their usage has decreased in the 21* century.
There were also some nonparametric tests used in 1980s but their use is almost finishing now.
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The analysis in this paper (figure 9) shows that all the research being done in Asia in 1980s and
1990s was using the modeling design. In 2000s, the event study design is being used with a high
percentage and also statistical techniques to some extent.

1 - Research Design (C-QN)
0.8 A T
oo | | ® Modelling (M)
0.2 - | L l [
0 - M Event Study (ES)
< AE=1E=-1E=2E=2E=E=2E=2E=-2E=2E=2E)
Ol |V O N| NV O D NV O| | 0
Rlg/g|RIg|2|R]2[2 R[22
o B Mathematical
USA Europe Asia | Others | Equation(EQ)
Figure 9: Research Design Region wise over the years
5.1.1. Type of Statistical Techniques and the Number of their Usage

As the research design is discussed, another important part of the methodology that goes with it is
the statistical technique used. A number of statistical techniques were identified. Regression alone
was divided into different types of regressions. If nothing was mentioned it was treated as a normal
regression. There is a basic Ordinary Least Square Regression (OLS) and the more advanced
Logistic and Probit Regressions. From figure 10. It can be seen that as the trend of using the
modeling research design is decreasing over the years so does the use of regression techniques. Very
surprisingly, it can be seen that papers in 1980s identified the regression to be OLS regression, while
with time they stopped identifying it and so the unidentified regression graph went up.

Another important finding within this methodology is that with time the number of statistical
techniques is also increasing (Figure 11). In 1980s more research was based on single tests. In this
decade a lot of research has shifted to use of two and even three tests. Obviously, as all areas are
becoming more advanced with time, statistical techniques are also advancing and so does their use.
Also the greater the number of techniques used, the more reliable the results would be. This is
something happening worldwide. In Asia, there is still use of two techniques as compared to USA
and Europe where trend has shifted to using three techniques.
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Figure 10: Statistical Techniques over the years
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Figure 11a: Number of Statistical Techniques overall over the years and region wise over the years
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Figure 11b: Number of Statistical Techniques overall over the years and region wise over the years

5.2. Unit of Analysis
As explained in the background, Agency cost is most commonly found in corporations. Thus the unit
of analysis for research has over the years mainly been Firms. Almost 80% of research in 2000 were
done on firms. Since the characteristic of Financial and Nonfinancial firms are different, they were
coded as different units of analysis. As seen from figure 12, the nonfinancial firms are the main unit
of analysis over the years. Interestingly, all agency theories were tested in “other” cases more in the
1980s. Others include the field of sports, medicine, real estate and politics. These should have been
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the areas to be explored as time progressed, but the analysis shows that they had been explored
previously and now research in them is being done. Financial Firms were explored in 1990s for
Agency Cost but now they are being ignored.

Asian research did take into account the agency cost related to the money market in the 1990s, but in
the 2000s, even in this area the research shifted to analyzing the non financial firms more.

100% - , B Nonfinancial Firms
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60?’ | : B Financial Firms (Banks and
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0 |
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0% T T ! Others
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Figure 12a and 12b: Unit of Analysis overall over the years and region wise over the years

5.3. Type of Data Sources
Since the research that is being analyzed is all conceptual, the data sources would all be for
secondary data. The data sources for this research are divided into data collected from organized
databases that are created by different organizations as well as publications by certain departments or
research centers. Some of the data was collected from surveys that took place by other sources than
the researchers. Also in some cases, government documents or files organized by other agencies,
were used. It can be seen (figure 13) that in 1980s publications by some departments were the main

source of data. In a very few cases, financial statements by the companies were also used to collect
data.

With time though, as more databases are being created and maintained, databases are becoming a
common source for secondary data. When the trend is studied regionwise, it can be seen that in USA

and Europe, publications are still a greater source of data but in Asia and other countries databases
are gaining strength.
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Figure 13a and 13b: Type of Data Sources overall over the years and region wise over the years

The percentage of data sources exceeds 100% as more than one data source is also used. In most
cases the number of data sources used were just one but in some cases other sources are also used to
confirm the data or file in the missing data.

5.4. Time Series

A very important characteristic of the data in any research is whether the data is longitudinal or cross
sectional. It will depend on the type of research design and statistical technique to be used for the
analysis. Longitudinal data will be data taken for a set of variables over a number of time periods,
with each variable measured for each time period. If a number of variables are measured in one time
period, then it will be categorized as cross sectional. Pooled data is a combination of both but is
coded so only if the research mentions it. Similarly panel data is a set of variables in different time
periods coded only if the research mentions it.

Over the years, it can be seen that the trend is shifting from cross-sectional to longitudinal data. One
of the reasons for this could be that as time progresses more longitudinal data is available. Secondly
longitudinal data gives better results than cross sectional data for most of the statistical techniques.
Yet if the analysis is done region wise, it can be seen that in USA and Europe both cross sectional
and longitudinal are preferred, while in Asia the trend has slightly shifted from longitudinal to cross
sectional from the 1990s to 2000s.
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Figure 14a and 14b: Time Series of Data overall over the years and region wise over the years

5.5. Sample — Time Frame and Region

5.5.1. Time Frame of the Sample
Timely research is always preferred. The more recent the data used in research, the better the
research will be considered. Yet, surprisingly, it can be seen (Figure 15) that only about 25% of the
research done in 2000s is on data during that or immediately before that time frame. Rest of the
research is divided between data of a decade or more before the actual publication. A possible reason

for this could be the time lag between the research done and the publication of the research taking
place.

25% 7 Less than 70s
20% - 70s
80s
15% 1 90s
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Figure 15: Time Frame of the Sample size over the years
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5.2.2. Region of Sample Used

Data for the region in which the research is being done should be more easily available. So it is more
convenient to do research on the data of where the research is being done. Also, the research is going
to be of more value in the region where it is being done if it is tested in the scenario of th